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Abstract

Cette thèse est dédiée à l’étude de la fonction à trois points dans la théorie de jauge

super-symétrique (SYM) N=4, dans la limite du grand nombre de couleurs, à l’aide de

l’intégrabilité. La théorie de jauge N=4 SYM est invariante conforme au niveau quan-

tique est on pense qu’elle est résoluble exactement. Par la correspondance AdS/CFT,

elle est duale à la théorie des cordes de type IIB dans l’espace courbe Ads5 × S5. Les

fonctions à trois points sont des quantités qui contiennent de l’information essentielle

sur la dynamique de la théorie.

Nous passons en revue les méthodes déjà existantes et outils de l’intégrabilité qui sont

nécessaires pour le calcul de la fonction à trois points. Nous présentons le calcul de la

fonction à trois points dans le secteur su(3), de rang supérieur à un, nous avons utilisé

une représentation sous forme de déterminant, qui nous permets de prendre la limite

semi-classique. En exploitant la relation entre des chaines de spin à langue portée et

la chaine de Heisenberg inhomogène, nous avons développé une nouvelle pur calculer la

fonction à trois points dans le secteur su(2) à l’ordre d’une boucle qui nous permets

d’obtenir le résultat dans une forme très compacte. Dans la limite de Frolov-Tseytlin ce

résultat est en accord avec celui qu’on obtient au couplage fort.

Nous avons exploré des nouvelles formulations de la fonction à trois points. En nous

inspirant de la formulation de la théorie des champs des cordes dans la jauge du cône de

lumière nous avons construit un vertex de spin, qui est la version de couplage faible du

vertex des cordes, pour tous les secteurs à l’ordre des arbres. Cette approche peut être

reliée au programme des facteurs de forme pour les théories de champs bi-dimensionnelles

intégrables, dont nous rappelons ici les bases. Nous étudions la dépendance dans la taille

du système pour une classe spéciale de fonction à trois points qui correspond aux facteurs

de forme diagonaux.



Abstract

This thesis is devoted to the study of three-point functions of N = 4 Super-Yang-Mills

(SYM) theory in the planar limit by using integrability. N = 4 SYM theory is conformal

invariant at quantum level and is believed to be completely solvable. By the AdS/CFT

correspondence, it is dual to the type IIB superstring theory on the curved background

AdS5 × S5. The three-point functions are important quantities which contain essential

dynamic information of the theory.

The necessary tools in integrability and the existing methods of computing three-point

functions are reviewed. We compute the three-point functions in the higher rank su(3)

sector and obtain a determinant representation for one special configuration, which al-

lows us to take the semi-classical limit. By exploring the relation between long-range

interacting spin chain and inhomogeneous XXX spin chain, we develop a new approach

to compute three-point functions in the su(2) sector at one-loop and obtain a compact

result. In the Frolov-Tseytlin limit, this result matches the result at strong coupling.

We also explore new formulations of the three-point functions. In one formulation in-

spired by the light-cone string field theory, we constructed the spin vertex, which is the

weak coupling counterpart of the string vertex for all sectors at tree level. Another for-

mulation which is related to the form factor boostrap program in integrable field theory

is reviewed. At weak coupling, we study the finite volume dependence of a special type

of three-point functions which are related to the diagonal form factors.
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Chapter 1

Introduction

1.1 Integrability in gauge-string duality

The relation between gauge theory and string theory is an old and new idea. Its origin

goes back to the 1970s when ’tHooft [1] observed that U(Nc) gauge theory in the large

Nc limit exhibits a genus-like expansion, which resembles very much the expansion in

string theory. Although intuitively quite tempting, it turns out to be highly non-trivial

to formulate such duality exactly. The first exact formulation was given by the so-called

AdS/CFT correspondence proposed in 1998 by Maldacena [2], see also [3, 4]. Since then,

it has been one of the main topics in theoretical physics for the last two decades and

continue being one of the most important and active research area. The reason is that the

two sides of the duality are related to two ‘holy grail’ in modern theoretical physics. On

the gauge theory side it is the understanding of quantum field theory at strong coupling

when the perturbation theory fails. On the string theory side is the quantization of

strings on a curved background, which is related to the quantum theory of gravity. Since

this duality is of strong/weak type, namely the strongly interacting regime on one side

is dual to the weakly interacting regime on the other, the hope is to apply the ideas and

technique on one side to tackle the problem of the other side.

On the other hand, the fact that the AdS/CFT duality is of strong/weak type makes it

notoriously hard to prove. Around 2002, two breakthough were made which improved

the situation largely. The first one was made by Berenstein, Maldacena and Nastase

[5] who proposed to study a special limit of the duality. On the string theory side,

this corresponds to taking the Penrose limit of the worldsheet theory. The quantization

of superstring theory can be performed readily in the resultant pp-wave background.

On the gauge theory side, it amounts to study operators with large R-charges. This

shifts the attention from computing symmetry protected quantities which do not receive

1
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quantum corrections to the study of non-protected and more interesting quantities. At

the same time, Minahan and Zarembo [6] found that the one-loop dilatation operator

in the scalar sector of the planar N = 4 SYM theory is equivalent to an integrable spin

chain. This discovery creates the possibility of applying powerful integrability methods

such as Bethe ansatz to study the spectrum of the quantum field theory. The integrability

method is particularly powerful for the heavy operators when direct diagonalization of

mixing matrix becomes impossible. The discovery of Minhan and Zarembo was quickly

generalized to larger sectors and higher loops. It is also shown that its AdS dual, the

Type-IIB superstring theory in AdS5×S5 is also integrable [7]. After a decade of intense

investigation, it is now commonly accepted that the planar N = 4 SYM theory is

integrable. We will give a brief review of the ideas and history of the solution of spectral

problem in section 1.2.

Integrability essentially implies the theory is completely solvable. In our context, ‘solving’

the theory does not necessary mean that we can write any quantity of the theory in

terms of elementary functions, not even special functions. It means that we can write

down a set of compact algebraic or functional equations, the solution of which gives the

quantity at any coupling. Integrability usually occurs for models in 1 or 2 dimensions,

such as 1 dimensional quantum spin chains and 2 dimensional quantum field theories.

The secret behind the integrability of N = 4 SYM, which is a 4-dimensional interacting

quantum field theory lies in its huge amount of symmetry. Apart from the usual Lorentz

invariance, this theory is also conformal invariant even at the quantum level due to

the vanishing of its beta function. The theory also enjoys maximal supersymmetry in

4 dimensions, which uplifts the conformal symmetry into superconformal symmetry.

In this sense, it is the simplest possible non-trivial 4d QFT which serve as an excellent

playground for theoretical studies. Impressive progress in recent years have strengthened

the hope to solve this theory completely and compute all the interesting quantities in a

non-perturbative way. Like the solution of harnomic oscillators and 2d Ising model it is

expected the solution of N = 4 SYM theory will lead to new insights and understandings

about QFT in 4d and the AdS/CFT in an exact manner.

It is also worth mentioning that the benefit is mutual. The study of N = 4 SYM raises

many intriguing questions for integrability itself. In the AdS/CFT context, usually we

compute quantities on both the gauge theory side and the string theory side. The gauge

theory side involves technique from quantum integrable system which are usually dis-

crete. On the other hand, the computation done in the string theory side is mostly based

on the technique of integrable field theory and depend heavily on classical integrability.

Amazingly, these two seemingly very different methods gives the result of the same ob-

ject at the weak and strong coupling limit. This reveals a deep relation between different

integrable systems. In addition, many integrable system manifest themselves in certain
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limit of N = 4 SYM theory, such as the Heisenberg spin chain, the Hubbard model, the

non-linear sigma models, just to name a few. The N = 4 SYM theory seems to be a

theory which encompass many known integrable systems and probably some unknown

ones. Many of the hidden integrable structures are still await to be disclosed.

1.2 The spectral problem

In this section we offer a brief review of the developments in spectral problem of planar

N = 4 SYM theory for the last decade. Apart from the original research papers, many

useful reviews exists in the literature. The collection of review articles [8] is the most

comprehensive one, for a shorter version, one can read Serban [9]. Beisert’s Ph.D thesis

[10] contains many early developments which are still valuable and important. For the

string theory side, we refer to the review by Arutyunov and Frolov [11]. In order to

simplify the narration, we divide the development of spectral problem into two stages 1:

1. The asymptotic Bethe ansatz (ABA), 2. The finite volume corrections.

1.2.1 The asymptotic Bethe ansatz

After the work of Minahan and Zarembo who realized that the one-loop dilatation

operator in the SO(6) sector can be mapped to the SO(6) integrable spin chain, the

mapping was soon generalized to the whole sectors [12, 13] and higher loops in some

sectors. Beisert, Kristjansen and Staudacher conjectured that the dilatation operator is

integrable for all loops [14]. The interaction range of the dilatation operator grows order

by order in perturbation theory and its explicit form soon becomes too complicated to

compute or even write down. In addition, at higher loops the dilatation operator changes

the length of the spin chain, which is a novel feature of spin chains in AdS/CFT. Trying

to establish integrability for all loops by determining dilatation operator seems to be

extremely hard. On the other hand, integrability basically allows one to write down a

set of algebraic equations, called the Bethe equations. The solution of Bethe equations

give the spectrum of the spin chain. Therefore, as long as the spectrum is concerned, it

is most relevant to find the Bethe equations. If there’s alternative way to determine the

correct set of Bethe equations, it is not compulsory to find the dilatation operator itself.

The all-loop Bethe ansatz equation. In this direction, Staudacher [15] emphasis

the relation between the asymptotic Bethe ansatz and the scattering matrix (S-matrix) of

1. Of course such a division is very rough and reveals my personal point of view. I apologize if I
overlooked the contributions of some colleagues, which are mainly due to the limited volume of the
thesis and my ignorance.
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the magnons. The S-matrix bootstrap method is a well established subject in integrable

theories starting from the work by Zamolodchikov [16], it is powerful enough to determine

the S-matrix non-perturbatively up to some scalar factor.

In the meantime, Kazakov, Minahan, Marshakov and Zarembo [17] studied the contin-

uum limit of the Bethe ansatz equations and write it in the language of algebraic curves.

The similar algebraic curve structure appeared at strong coupling for the finite gap so-

lution of su(2) principle chiral field theory. Written in the same language, it becomes

possible to compare directly the predictions of sigma models and spin chains. The results

was soon extended to other sectors [18, 19] and finally to the full psu(2, 2|4) sector [20].

Bases on the work of KMMZ, the all-loop Bethe equation was first conjectured by

Beisert, Dippel and Staudacher [21] and Beisert and Staudacher [22]. In the seminal

paper [23], Beisert managed to derive the all-loop Bethe ansatz equation by assuming

the excitations of the spin chain is subjected to the centrally extended su(2|2)× su(2|2)

symmetry, which shows the power of the symmetry.

The determination of dressing phase. It was found by Arutyunov, Frolov, Stau-

dacher that the BDS proposal is not the complete answer [24], the scalar factor alluded

before plays an important role. This factor is called the dressing phase. The dressing

phase was first determined at strong coupling at the leading order by the same authors

[24]. The complete one-loop answer was derived by Hernandez and Lopez [25]. Notably,

by using the method from quantum group, Janik [26] found an equation that should

be satisfied by the dressing phase, which is equivalent to the crossing equations in the

2d relativistic quantum field theories. A solution of the crossing equation was found by

Beisert, Hernandez and Lopez, which was confirmed at weak coupling by Beisert, Eden,

Staudacher in [27] and at strong coupling by Dorey, Hofman and Maldacena [28]. Later,

Volin found the minimal solution to the crossing equation and found that it indeed

reproduces the BHL/BES dressing phase. The dressing phase was confirmed by many

non-trivial checks, among which the most impressive is the interpolation of cusp anoma-

lous dimension from weak coupling to strong coupling [29, 30]. The BDS all-loop Bethe

ansatz equation, together with the dressing phase provide us the so-called asymptotic

Bethe ansatz.

The finite volume corrections. Although impressive and powerful, the asymptotic

Bethe ansatz has its limits. It inherently depends on the picture of particle scattering

and hence is subjected to the limit where the length of the spin chain is very large.

Since the so-called wrapping corrections have to be taken into account, the ABA fails

to provide the correct result. It is thus an important question to find methods to take
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into account the finite size corrections. Fortunately, this problem has been studied in

the theory of integrable models before, which offers valuable guiding principles.

One method which is able to take into account the first few wrapping corrections was

proposed by Lüscher [31]. This method was generalized to AdS/CFT by Janik and

Lukowski [32]. The simplest operator in computing finite size corrections is the Konishi

operator, whose anomalous dimension is determined by Lüscher’s method up to five

loops [33, 34]. The comparison to traditional Feynmann diagram computations confirms

the correctness of the result.

Another commonly used method is the Thermodynamic Bethe Ansatz (TBA) initiated

by Al. Zamolodchikov [35]. This method proves to be more powerful in AdS/CFT. It

is first suggested by Ambjorn, Janik and Kristjansen [36] that TBA could be used to

compute the finite volume corrections in AdS/CFT. The systematic implementation was

done by several groups [37–40]. This method allows to reproduce the 4 [39] and 5 [41, 42]

loop anomalous dimensions for the Konishi operator which was obtained by Lüscher’s

method before.

In principle, all the finite volume dependence of anomalous dimension is encoded in the

set of TBA equations. However, the TBA is a set of coupled integral equations which

is highly involved to solve even numerically. The equation cannot be solved in general

and only for several cases one is able to find a solution. It takes serious effort to reduce

the TBA into a compact and elegant form. In [39], it was already realized that the

TBA equations are equivalent to a set of non-linear functional equations called the Y-

system, together with the analytic constraints from original TBA [43]. Later, Gromov,

Kazakov, Leurent and Volin explored the relation between Y-system and the bilinear

Hirota equations [44], which are themselves integrable. This enables them to reduce

the infinite set of equations into a finite set of non-linear integral equations (FiNLIE).

The most advanced and elegant rewritting is the recently proposed Quantum Sepectral

Curve (QSC)[45, 46], or the Pµ system, which reduced the infinite set of TBA equations

to a Riemann-Hilbert problem of eight Q functions. The QSC method can be seen as

an elegant generalization of the classical spectral curve in the sense that the latter is a

WKB like approximation of the former. The QSC is not only elegant but is also powerful

enough to obtain all the aforementioned results with much less effort. It depends on ones

perspective to call QSC a final solution of the spectral problem in AdS5/CFT4, but it

is fair to say that the spectral problem is well understood and we have readily available

numerical results.
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1.3 The three-point function

In this section, we review the recent developments in three-point functions of the same

theory. There are several reasons for the interest in three-point functions. N = 4 SYM

is a conformal field theory. It is widely known that a CFT is specified by the set of

conformal data, which includes the spectrum of the operators and the operator product

expansion (OPE) coefficients of the operators. The spectrum contains kinematic data of

of the theory while the OPE coefficients contains the dynamic data of the theory. In order

to solve the N = 4 SYM theory, it is crucial to determine the OPE coefficients, which are

encoded in the three-point functions. In order to understand the ‘interactions’ between

the operators or the strings, it is indispensable to study the three-point functions. The

aim of this thesis is to compute three-point functions in N = 4 SYM from integrability,

so the review will put more emphasis at weak coupling side and especially from the point

of view of integrability.

Compared to the spectral problem, the three-point function or the OPE coefficient prob-

lem is much less understood. However, substantial progress has been made in recently

years.

Weak coupling At weak coupling, based on the earlier works of [47] and [48], Ec-

sobedo, Gromov, Sever and Vieira (EGSV), proposed a systematic method to compute

the three-point functions at tree level by using Bethe ansatz [49]. The method involves

a cutting and pasting procedure and is thus termed ‘tailoring’. The authors computed

a special configuration in the su(2) sector. Foda realized that the EGSV result can ac-

tually be simplified largely and written in terms of a determinant [50]. Foda’s method

applies the map between Heisenberg spin chain and the 6-vertex model and involves a

ingenuous use of the inhomogeneities, which was termed ‘freezing’. The tailoring and

freezing method were extended to the higher rank su(3) sector which involves three

complex scalars [51]. The tailoring method was later generalized to both non-compact

sl(2) sector [52] and the supersymmetric su(1|1) sector [53].

The one loop computation of three-point functions were first investigated by [47] and

[54] who used Feynamann diagrams to compute the quantum corrections for operators

in the so(6) sector. The crucial observation was that the quantum corrections manifest

themselves as operator insertions at the splitting points (see Chapter 7 for more detail).

Gromov and Vieira computed the three-point functions in su(2) sector at one-loop,

taking into account both the operator insertions of three-point functions and one-loop

corrections of the operators by diagonalizing the two-loop dilatation operator. In [55], we

computed the same three-point function by a different method which uses the relation
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between long-range interacting spin chains and inhomogeneous XXX1/2 spin chains. This

method leads to a much more compact result and enable us to take the semi-classical

limit. The one-loop result of su(1|1) sector was obtained by Caetano and Fleury [53]

who computed both the operator insertions by Feynamann diagrams and the three-

point function by diagonalizing the higher loop dilatation operators. The one-loop result

for sl(2) sector was conjectured by Vieira and Wang [52], which passed through many

non-trivial checks.

Strong coupling. At strong coupling, the string theory description and classical in-

tegrability plays an important role. It proves to be useful to characterize the operators

or string states into three rough classes, namely the heavy, medium and light operators.

From string theory side, the heavy states are classical string solutions with large quan-

tum number; light operators are typically protected and are supergravity modes; the

medium states corresponds to short massive string solutions.

The three-point functions with two heavy and one light operator (HHL) were investi-

gated in several papers [56–58]. The idea is to describe the heavy operators by classical

string solutions and the light operator by a vertex operator. By integrating the vertex

operator over the world-sheet of the classical string solution, one obtain the correspond-

ing three-point function. Recently, [59] pointed out that the original recipes of [56] was

not adequate and suggested that one should also integrate over the moduli space of

the classical solution. The three-point functions with three heavy operators (HHH) were

investigated in the series paper by Janik, Surówka and Wereszczynski [60, 61], and

Kazama, Komatsu [62–64] by using the algebraic curve and Pohlmeyer reduction tech-

nique, which was close to method of computing scattering amplitudes at strong coupling.

The complete results were obtained for large spin GKP string [62, 63] in sl(2) sector and

the so(4) sector [64]. The case with three operators were computed in the papers [65]

and [66].

Semi-classical limit. One of the most interesting regimes of the three-point functions

is the semi-classical limit. This is the same limit which allows algebraic curve description

on both sides of the duality in the spectral problem. It is the comparison of the algebraic

curves that leads to the proposal of all-loop Bethe equations. For the same reason, it

is tempting to see whether the three-point functions in the same limit exhibit a similar

feature and can be written in terms of algebraic curves.

One way is to use the coherent state approximation. In this approximation, one can

describe the spin chain dynamics by the Landau-Ginzburg non-linear sigma model. The
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works in this direction includes [67–69]. The coherent state approximation method is

valid for the HHL case and is not yet applied to the HHH case.

For the latter case, the idea is to first obtain a compact exact result and then take the

semi-classical limit. The first work was done in [70] where the authors studied the semi-

classical three-point function with two BPS operators and one non-BPS operator using

the saddle-point method in the su(2) sector. This configuration was later generalized to

three non-BPS operators by Kostov [71, 72] where the semi-classical limit is given in an

elegant form written in terms of pseudomomenta of three operators. The semi-classical

limit at one-loop was obtained in [55] and compared to the strong coupling limit. In the

Frolov-Tesytlin limit it gives a match.

New formulations. The results obtained in various sectors and limits shows some

hint of a unifying picture and the attempt of setting up a unifying framework that is

applicable to all sectors and all loops have started. The three-point function problem in

AdS/CFT context is intimately related to the problem of computing matrix elements, or

correlation functions in the integrable systems where many well-established tools exists.

One important and powerful method for computing correlation functions in integrable

field theories is the form factor bootstrap program. The idea is to write down a very

general set of axioms for the form factors of the theory. The solution of these set of equa-

tions determines the form factor non-perturbatively. Once these form factors are known,

one can put them together to compute correlation functions. The new formulations of

three-point functions in AdS/CFT are all related to the form factor approach in one

way or another.

The first direct generalization of the form factor method to AdS/CFT context was

proposed by Klose and McLoughlin in [73, 74] who wrote down a set of axioms for the

world-sheet form factors. There are certain new features of the axioms in this context.

The 2d integrable field theories are usually relativistic and Lorentz invariance was crucial

there. However, superstring theory in the light-cone gauge is not Lorentz invariant.

Therefore the generalization is not trivial.

Another method, inspired from the light-cone string field theory and the form factor

bootstrap program was advocated in [75]. The idea is first take the decompactification

limit of the two out of the three operators and define the three-point function in this limit

as a generalized form factor. Then one can formulate a set of axioms for the generalized

form factor. In principle, the solution of these axioms will give the result for three-point

functions non-perturbatively. They also proposed the way of taking into account the

finite size corrections up to wrapping order following the work of [76, 77]. In general,
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solving form factor bootstrap axioms are highly demanding. It is simpler to work on

some special cases, for example the diagonal form factors and check the proposal.

At weak coupling, the idea of string field theory leads to the proposal of the spin vertex

formalism. In [78], we constructed the spin vertex, which is the weak coupling counterpart

of the spin vertex for all sectors at tree level. In the BMN limit, the spin vertex coincide

with the string vertex at the leading order of large curvature expansion.

Very recently, a new breakthrough was made by Basso, Komatsu and Vieira who pro-

posed a powerful all-loop formalism for the three-point function [79]. The method was

inspired from the OPE method of Wilson loops and uses the symmetry of the three-point

function. In the decompactification limit, one can cut the three-point functions into two

‘hexagons’. Each hexagon can be computed non-perturbatively using the form factor

bootstrap method and the symmetry of the theory. By subsequently gluing together the

two hexagons, one obtain the result of three-point function non-perturbatively.

1.4 Structure of the thesis

The structure of the thesis is given in Fig.(1.4.1).
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Part I

Integrability

Chapters3

N=4sSYMsTheory

Chapters2

Part II

SUV3xsSector

Chapters5

SUV2xsSector

Chapters4

Part III

HighersLoops

Chapters7

Long‐RangesSpinsChain

Chapters6

Part IV

FormsFactorsApproach

Chapters9

SpinsVertexsFormalism

Chapters8

Introduction

Conclusion

Figure 1.4.1: Structure of this thesis.

Apart from the introduction and conclusion, the main body of the dissertation can be

divided into four groups, each group contains two chapters.

The first two chapters, namely chapter 2 and 3 contains introduction to the planarN = 4

SYM theory and the fundamentals of integrability. The results of these two chapters are

needed for all the later chapters.

Chapter 4 and 5 deal with tailoring and freezing method. In chapter 2, we review the

results in the su(2) sector and in chapter 3 we generalize the results to the higher rank

su(3) sector.

Chapter 6 and 7 contains the discussions on higher loop three-point functions. In section

6, we introduce the long-range interacting BDS spin chain and discuss the diagonalization

of this spin chain by exploring its relation with the inhomogeneous XXX1/2 spin chain. In
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section 7, we compute explicitly the scheme independent structure constant at one-loop

and consider its semi-classical limit.

The last two chapters of the main body are related to the new formulations of three-point

functions. In section 8, we present the spin vertex formalism and show that the BMN

limit of the spin vertex reproduces the string vertex in the same limit at the leading order

of large curvature expansion. In section 9, we study the finite volume dependence of a

special kind of HHL correction function at weak coupling, which confirms a conjecture

that is suppose to work at all loop.

Finally in chapter 10, we conclude this dissertation and provide an outlook for the future

directions.

This dissertation is partly based on the following papers of the author:

1. O. Foda, Y. Jiang, I. Kostov and D. Serban, A Tree Level 3-Point Function in

the su(3)-sector of Planar N = 4 SYM, JHEP 1310 (2013) 138, arXiv: 1302.3539,

2. Y. Jiang, F. Loebbert, I. Kostov and D. Serban, Fixing the Quantum Three-Point

Function, JHEP 04 (2014) 019, arXiv: 1401.0384,

3. Y. Jiang, I. Kostov, A. Petrovskii and D. Serban, String Bits and the Spin Vertex,

Nucl. Phys. B (2015) 374-404, arXiv: 1410.8860,

4. Y. Jiang, A. Petrovskii, From Spin Vertex to String Vertex, arXiv: 1412.2256.

5. L. Hollo, Y. Jiang, A. Petrovskii, Diagonal Form Factors and Heavy-Heavy-Light

Three-Point Functions at Weak Coupling, arXiv: 1504.07133



Chapter 2

N = 4 Super-Yang-Mills Theory

In this chapter, we present the fundamentals of the N = 4 SYM theory, including its

action, symmetries, closed sectors and observables, especially the correlation functions.

2.1 The action

The N = 4 SYM theory is a 4d quantum field theory. Its action can be most eas-

ily obtained from a dimensional reduction of the N = 1 gauge theory action in 9+1

dimensions

S =

∫
d10x

(
1

4
TrFMNF

MN +
1

2
TrψΓMDMψ

)
(2.1.1)

where DM is the 10d covariant derivative

DM? = ∂M ?−igYM[AM , ?] (2.1.2)

Here AM , (M = 0, · · · , 10) is the 10d vector and ψA (A = 1, · · · , 16) is the 10d Majarana-

Weyl spinor with 16 components. Upon dimensional reduction, different components of

these fields becomes the various field in the 4d theory. More explicitly, we have

– The first 4 components of AM , (M = 0, 1, 2, 3) become the 4d vector Aµ (µ = 0, 1, 2, 3),

– The rest 6 components of AM (M = 4, · · · , 9) become 6 scalar fields Φi (i = 1, · · · , 6),

– The 10d fermionic fields ψA become 4 copies of two-component Weyl spinors in 4d

ψ̄aα̇, ψa,α, a = 1, 2, 3, 4, α, α̇ = 1, 2.

12
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The resultant 4d action reads

S =

∫
d4x

(
1

4
FµνF

µν +
1

2
DµΦiDµΦi −

g2
YM

4
[Φi,Φj ][Φ

i,Φj ] (2.1.3)

+Tr ψ̄aσµDµψa −
i gYM

2
Trσabi ψa[Φ

i, ψb]−
i gYM

2
Trσiabψ̄

a[Φi, ψ̄
b]

)
Here the matrices σµ and σi are the chiral projections of the gamma matrices in four

and six dimensions, respectively. Note that all the fields are Nc ×Nc matrices

Aµ = AaµT
a, Φi = ΦaT a, Ψ = ΨaT a, (2.1.4)

where T a are the generators of the gauge group U(Nc) normalized to be Tr (T aT b) =
1
2δ
ab. The theory has two parameters, the gauge coupling constant gYM and the rank of

the gauge group Nc. In the planar limit, we have perturbative expansion in terms of the

’tHooft coupling constant λ = g2
YMNc. Later we also use the coupling constant g2 ≡ λ

16π2

below.

2.2 Symmetries

It is shown in [80–82] that the β function of N = 4 SYM theory is zero at all orders.

Therefore the theory is conformal invariant even after quantization. The conformal group

in 4d is SO(2, 4) ≈ SU(2, 2). This group contains the usual Poincaré group with genera-

tors Lαβ , L̄α̇
β̇

and translation Pµ, together with special conformal transformation Kµ and

the dilatation operator D. The SO(6) symmetry from rotating the rest 6 components in

10d spacetime now becomes the R-symmetry of the internal space time SO(6) ≈ SUR(4).

The bosonic part of the symmetry group is thus SU(2, 2)× SU(4). This should be aug-

mented by the fermionic part of the symmetry group, which contains super translations

Qaα, Q̄α̇a and super special conformal transformation Sαa , S̄
α̇a. The total symmetry group

is PSU(2, 2|4). This is the N = 4 superconformal group. The generators can be orga-

nized into the following form (
L, L̄, P,K,D Q, S̄

Q̄, S R

)
(2.2.5)

where the generators in the diagonal elements are bosonic and the anti-diagonal ones

are fermionic. It is useful to introduce the spinorial notation, which translates a vector

into bi-spinor, as the following

Dαβ̇ = Dµσµαβ̇, Φab = Φiσabi . (2.2.6)
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In terms of the spinorial representations, the commutation relations of the psu(2, 2|4)

algebra reads

[Sαa , Pγβ̇] = δαγ Q̄β̇a, [Kαβ̇, Q̄γ̇a] = δβ̇α̇S
α
a (2.2.7)

[S̄α̇a, Pγβ̇] = δα̇
β̇
, [Kαβ̇, Qaγ ] = δαγ S̄

β̇a

{Sβb , S̄
α̇a} = δabK

βα̇, {Qbβ, Q̄α̇a} = δbaPβα̇

and

[Kαβ̇, Pβα̇] = δαβ L̄
β̇
α̇ + δβ̇α̇ L

α
β + δαβ δ

β̇
α̇D, (2.2.8)

{Sαa , Qbβ} = δab L
α
β + δαβ R

b
a +

1

2
δab δ

α
β D,

{S̄α̇a, Q̄β̇b} = δab L̄
α̇
β̇
− δα̇

β̇
Rba +

1

2
δab δ

α̇
β̇
D.

2.3 The subsectors

Since N = 4 SYM theory has many fundamental fields, it is usually easier to restrict

oneself in some smaller sectors when studying various quantities such as correlation

functions. There are sectors of the theory which are closed in perturbation theory [10].

We list them below

– SU(2) sector: This sector contains two complex scalar fields, it is considered to be the

simplest subsector. The states are of the type

|ZXZX · · ·ZZ〉 (2.3.9)

– SL(2) sector: This sector contains one complex scalar field and the covariant deriva-

tives, it is the simplest non-compact sector. The states are of the type

|DMZZZ · · ·Z〉. (2.3.10)

– SU(1|1) sector: This sector contains one complex scalar field and one fermionic field,

it is the simplest sector that contains fermions. The states are of the type

|ZΨZΨ · · ·ZZ〉, (eg. Ψ = ψ31). (2.3.11)

– SU(3|2) sector: This sector contains three complex scalars fields and two fermionic

fields. This is the smallest sector that allows length changing processes. The states are
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of the type

|ZΨ1Ψ2Z · · ·XY ZZ〉. (2.3.12)

The length changing process corresponds to | · · ·XY Z · · · 〉 → | · · ·Ψ1Ψ2 · · · 〉. This

transformation conserves the PSU(2, 2|4) charges but reduces the length of the spin

chain by 1.

– PSU(1, 1|2) sector: This sector contains two scalar fields, a fermionic field and its

conjugate and the covariant derivative. The states are of the type

|DMZΨ1Ψ1 · · ·XZZZ〉. (2.3.13)

There is another sector, which is close only at one-loop level but appears frequently.

This is the scalar sector, or the SO(6) sector which contains all the 6 scalar fields of the

theory. It is conventional to take the following combinations

X =
1√
2

(Φ1 + iΦ2), X̄ =
1√
2

(Φ1 − iΦ2), (2.3.14)

Y =
1√
2

(Φ3 + iΦ4), Ȳ =
1√
2

(Φ3 − iΦ4),

Z =
1√
2

(Φ5 + iΦ6), Z̄ =
1√
2

(Φ5 − iΦ6).

Any of the three scalars which do not involve the complex scalar field and its conjugate

at the same time form an SU(3) sector, such as {X,Y, Z}.

2.4 Observables

First of all, planar N = 4 SYM is not really a physical theory in the sense that it can

be tested against experiments. What we call observables are the physically interesting

quantities, such as scattering amplitudes, Wilson loops and correlation functions. There

are also many exciting developments in scattering amplitudes and Wilson loops in N = 4

SYM theory using integrability in recent years. For these developments we refer to [83–

86] and [87, 88] and references therein. In this dissertation, we focus on the correlation

functions of local operators.

The gauge invariant local operators are the traces of sequences of fundamental fields of

the type Tr (? ? ?1)Tr (? ? ?2) · · ·Tr (? ? ?n). In the planar limit, we only focus on the

single trace operators since the multi-trace operators are suppressed. The most important

correlation functions are the first few point correlation functions, namely the two, three

and four-point functions. Conformal symmetry puts a strict constraint on the form of

these correlation functions (see for example [89]).
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Let us define the correlation functions of n local single trace operators

Gn(x1, · · · , xn) ≡ 〈O1(x1) · · · On(xn)〉. (2.4.15)

For non-extremal correlation functions, the 1/Nc dependence of the n-point functions

are given by

Gn(x1, · · · , xn) ∝ 1

Nn−2
c

. (2.4.16)

Two-point function. The form of two-point functions in a CFT is completely fixed

by conformal symmetry and is given by

G2(x1, x2) = 〈Oi(x1)Oj(x2)〉 = Ni
δij

|x12|2∆i
(2.4.17)

where xij = xi − xj and ∆i is the conformal dimension or scaling dimension of the

operator Oi. Therefore, knowing the scaling dimensions amounts to knowing the two-

point functions in a CFT. Here Ni is a normalization of the operator.

Three-point function For scalar operators, namely the operators with zero Lorentz

spin, the three-point functions are fixed by the conformal symmetry up to a constant,

called the structure constant. The value of the structure constant depends on the nor-

malization of the three states. Let us take the normalization of (2.4.17) and take into

account the large Nc counting, we have

G3(x1, x2, x3) = 〈O1(x1)O2(x2)O3(x3)〉 =
1

Nc

√
N1N2N3C123

|x12|∆1+∆2−∆3 |x13|∆1+∆3−∆2 |x23|∆2+∆3−∆1
.

(2.4.18)

Here C123 is the structure constant, which will be the main focus of most part of the

dissertation. Let us notice that if we multiply the operator by a phase factor, this will

not change the normalization of the operators, but it will leads to a phase factor for the

structure constant. Therefore the structure constant is not un-ambiguously defined, but

the absolute value |C123| is defined without ambiguity.

For the operators with non-zero Lorentz spins, which corresponds to local operators

that involve fermionic fields and covariant derivatives, the structure of the three-point

functions is more complicated. If one of the operators is with non-zero Lorentz spin

while the other two are still scalar, the space-time dependence is still fixed by conformal

symmetry, but it takes a slightly different from from (2.4.18). If two or more operators

have non-zero Lorentz spin, the conformal symmetry no longer fix the spacetime depen-

dence of the three-point function. Instead, it fixes the spacetime dependence up to some
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building blocks called tensor structures. Schematically,

〈OS1
1 (x1)OS2

2 (x2)OS3
3 (x3)〉 =

nr∑
r=1

Cr123 Tr(x1, x2, x3) (2.4.19)

where Tr(x1, x2, x3) are the tensor structures and Cr123 is a set of structure constants.

The number of the tensor structures nr grows with the Lorentz spins of the operators Si,

(i = 1, 2, 3). The classification and explicit forms of the tensor structures can be found

in the literature, see for example [90] and references therein.

Four-point functions. Contrary to the two- and three-point functions, the four-point

function is not fixed by conformal symmetry. The four point function of four scalar pri-

mary operators Oi with scaling dimensions ∆i is fixed to the following form by conformal

symmetry

G4(x1, x2, x3, x4) ≡ 〈O1(x1)O2(x2)O3(x3)O4(x4)〉 (2.4.20)

=
1

N2
c

(
x2

24

x2
14

) 1
2

∆12
(
x2

14

x2
13

) 1
2

∆34 G(u, v)

(x2
12)

1
2

(∆1+∆2)(x2
34)

1
2

(∆3+∆4)
.

where ∆ij = ∆i −∆j and G(u, v) is a function of the conformal invariant cross ratios

u =
x2

12x
2
34

x2
13x

2
24

, v =
x2

14x
2
23

x2
13x

2
24

. (2.4.21)

In general, the function G(u, v) can be expanded in a basis of functions called the confor-

mal blocks. In order to see this, we first perform the operator product expansion (OPE)

of two of the operators inside the four-point functions. For example, take the OPE of

O1(x1) and O2(x2)

O1(x1)O2(x2) =
∑
α

C12α D̂(x12, ∂x2)a1···alOα,a1···al(x2). (2.4.22)

Here the sum is over all primary operators Oα. For scalar operators, these are all sym-

metric traceless tensors of an arbitrary spin l. The differential operator D̂ is fixed by

conformal symmetry and the scaling dimensions ∆1,∆2. C12∆ is a numerical factor which

characterizes the OPE and is called the OPE coefficient. The OPE coefficient C12α is

contained in the three-point function 〈O1(x1)O2(x2)Oα(x3)〉. We can perform the OPE

for the rest two operators and plug in the four-point function, which leads to

G4(x1, x2, x3, x4) =
∑
α

C12∆C34∆Wα(x1, x2, x3, x4) (2.4.23)
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where Wα(x1, x2, x3, x4) is called the conformal partial wave and can be written as

Wα = D̂(x12, ∂x2)a1···al D̂(x34, ∂x4)b1···bl〈Oa1···al(x2)Ob1···bl(x4)〉 (2.4.24)

= =

(
x2

24

x2
14

) 1
2

∆12
(
x2

14

x2
13

) 1
2

∆34 Gα(u, v)

(x2
12)

1
2

(∆1+∆2)(x2
34)

1
2

(∆3+∆4)
.

This defines the so-called conformal block Gα(u, v) which is also fixed by conformal

symmetry. Comparing to (2.4.20), we have

G(u, v) =
∑
α

C12αC34α Gα(u, v). (2.4.25)

Note that in (2.4.25), the left-hand side contains all information about the four-point

function while the right-hand side depends only on the structure constants and the

scaling dimensions of the operators, the rest is fixed by conformal symmetry. A similar

procedure can be applied for higher point functions by using OPE. This is called the

conformal bootstrap. The scaling dimensions and the OPE coefficients are called the

conformal data, which specifies a CFT. The scaling dimensions and OPE coefficients

are contained in the two- and three-point functions respectively, which explains their

fundamental importance.

When we expand four-point function in terms of conformal blocks, we can also perform

the OPE of O2(x2)O3(x3) and O1(x1)O4(x4) which results in a different expansion.

These two expansions should give the same four-point function, as is shown in Fig.(2.4.1).

This requirement is the so-called crossing symmetry and imposes non-trivial constraints

Figure 2.4.1: OPE expansions in different channels.

on the conformal data. The implication of crossing symmetries on conformal field theories

in higher dimensions is now under intense exploration starting from the seminal works

[91, 92].



Chapter 3

Fundamentals of Integrability

In this chapter, we introduce the fundamental ideas and technique of quantum integra-

bility, which include coordinate and algebraic Bethe ansatz, the scalar products between

Bethe states and the semi-classical limit of the scalar products. They will play an es-

sential role in the following chapters in computing correlation functions in N = 4 SYM

theory. We mainly focus on the Bethe ansatz for SU(2) XXX1/2 spin chain. Other inte-

grability techniques such as the nested Bethe ansatz and the solution of inverse scattering

problem will be introduced later when needed.

A spin chain of length L is an one dimensional lattice model with L sites. Each site is

associated with a “spin” which has different polarizations. Let us consider the simplest

case where the spin has two polarizations, that is to say at each site we have two possible

states |↑〉 and |↓〉, as is shown in Fig.(3.0.1). The spins at different sites can interact with

Figure 3.0.1: A periodic spin chain. Each site can have two possible spins.

each other. In this chapter, we consider the nearest neighboring interaction described by

the following hamiltonian

H = g2
L∑
k=1

(1− 4~Sk · ~Sk+1), ~Sk =
1

2
~σk (3.0.1)

19
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where g2 = λ
16π2 and ~σk are Pauli matrices

σ1 =

(
0 1

−1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)
. (3.0.2)

We impose the periodic boundary condition ~SL+1 = ~S1. This Hamiltonian is SU(2)

invariant

[H, ~S] = 0, ~S =

L∑
k=1

~Sk. (3.0.3)

Our aim of the first two sections is to solve the model (3.0.1) by two different but

intimately related methods under the name of coordinate and algebraic Bethe ansatz.

Solving the model means two things in this chapter: find the spectrum and construct

the corresponding eigenstates.

3.1 Coordinate Bethe Ansatz

The idea of H. Bethe in the seminal paper [93] is to propose an ansatz for the eigenstate

of the Hamiltonian (3.0.1). It is easy to see that the state with all spin up | ↑L〉 is an

eigenstate with vanishing eigenvalue. This state is called pseudovacuum and is denoted

by |Ω〉. One can create excitations called magnons on top of the pseudovacuum by

flipping spins. The spins can be flipped by the local spin operators σ±k (k = 1, · · · , L)

where

σ−|↑〉 = |↓〉, σ+|↓〉 = |↑〉, σ±k =
1

2
(σ1
k ± iσ2

k). (3.1.4)

Since the Hamiltonian commute with Sz it can be diagonalized on the subspaces with

given number of magnons. Let us analyze the case with one, two and three magnons and

then we will see the pattern of the general N -magnon case.

One magnon states. Since the Hamiltonian is translational invariant, one can imag-

ine that the magnon propagates freely with momentum p on the spin chain. The wave

function is described by a plane wave. Hence we can propose the following eigenstate

|p〉 =

L∑
n=1

eipn σ−n |Ω〉 (3.1.5)
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This is indeed an eigenstate of the Hamiltonian, with the eigenvalue

ε(p) = 2g2 sin2 p

2
(3.1.6)

Two magnon states. For the two magnon states, let us imagine two magnons moving

along the spin chain with momenta p1 and p2. Now the situation is more interesting

because the two magnons can interact with each other. One can propose the following

ansatz

|p1, p2〉 =
∑

1≤n1<n2≤L

(
eip1n2+ip2n2 + S21e

ip2n1+ip1n2
)
σ−n1

σ−n2
|Ω〉 (3.1.7)

where S21 ≡ S(p2, p1) describes the scattering between the magnons and is called the

scattering matrix. Acting the Hamiltonian on the proposed ansatz (3.1.7) and requiring

the state to be an eigenstate, we fix the form of the scattering matrix to be

S(pa, pb) =
1
2 cot pa2 −

1
2 cot pb2 + i

1
2 cot pa2 −

1
2 cot pb2 − i

. (3.1.8)

The corresponding eigenvalue is given by

E(p1, p2) = ε(p1) + ε(p2), (3.1.9)

which is the sum of the energy of the individual magnons.

Three magnon states. For three magnons, there are more possibilities for interac-

tions between the magnons. The key assumption of Bethe is that the three magnon

or more scattering matrix are in fact factorized into the two magnon scattering ma-

trices (3.1.8). This implies that the underlying dynamics is actually very simple. The

N -body interactions can always be reduced to the two-body interactions, which is the

simplest possible interaction apart from free theory. This is the key property underlying

integrability. With this assumption, the three magnon state is given by

|p1, p2, p3〉 =
∑

1≤n1<n2<n3≤L
ψ(n1, n2, n3)σ−n1

σ−n2
σ−n3
|Ω〉 (3.1.10)

where now the wave function takes the following form

ψ(n1, n2, n3) = eip1n1+ip2n2+ip3n3 + S213e
ip2n1+ip1n2+ip3n3 + S231e

ip2n1+ip3n2+ip1n3 + · · ·
(3.1.11)
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There are 3! = 6 terms in total, corresponding to all possible permutations of {p1, p2, p3}.
The Sabc is a shorthand notation for the three particle scattering matrix

Sabc = S(pa, pb, pc), a, b, c = 1, 2, 3. (3.1.12)

By the factorized scattering assumption, these scattering matrices are the product of

the two particle scattering matrices S(pa, pb). The rules are the following. We take

S(p1, p2, p3) = 1 and each time we permute two momenta, we generate a scattering

matrix. So for example

S213 = S(p2, p1), S231 = S(p2, p1)S(p3, p1). (3.1.13)

One can again check that the states generated in this way is an eigenstate, with the

energy

E(p1, p2, p3) =

3∑
k=1

ε(pk). (3.1.14)

The general case. It is not hard to generalize our considerations to the general N -

magnon case. With the factorized scattering assumption, we have the following ansatz

|p1, · · · , pN 〉 =
∑

1≤n1<···<nN≤L
ψ(n1, · · · , nN )σ−n1

· · ·σ−nN |Ω〉 (3.1.15)

where the wave function is given by the following

ψ(n1, · · · , nN ) =
∑
σ

Sσ

N∏
j=1

eipσjnj . (3.1.16)

Here the summation runs over all permutations of {1, 2, · · · , N}, denoted by σ. The N

magnon scattering matrices Sσ is again products of the two magnon scattering matrices

with the rules

S12···N = 1, S···ab··· = S(pb, pa)S···ba···. (3.1.17)

In general the wave function is the sum of N ! terms, which becomes quite complicated

when the number of magnons N grows. However, the rules to construct the wave function

is indeed simple and intuitively clear. The eigenvalue of the state is always the sum of

the individual magnons

E =

N∑
k=1

ε(pk). (3.1.18)
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Since we are considering a periodic chain, the momenta have to be quantized. The

quantization condition can be obtained by requiring the wave function to be periodic,

which reads

eipkL
∏
j 6=k

S(pj , pk) = 1, k = 1, · · · , N. (3.1.19)

Intuitively, these set of equations can be understood as the following. We pick a magnon

of momenta pk and move it along the spin chain until it comes back. During its journey,

it will interact with all the other magnons and pick up the scattering phases S(pj , pk).

Also when it goes along the spin chain, it picks up a phase shift eipkL. Since our wave

function is periodic, the two factors should cancel each other so that the wave function is

unchanged. This is depicted in Fig.(3.1.2) The equations (3.1.19) are the famous Bethe

Figure 3.1.2: The intuitive understanding of Bethe ansatz equation.

ansatz equations (BEA). It is convenient to introduce another set of variables called

rapidities which are defined as

uk =
1

2
cot

pk
2
, eipk =

uk + i/2

uk − i/2
. (3.1.20)

In terms of rapidities, the Bethe ansatz equations take a simple form of a set of algebraic

equations

(
uk + i/2

uk − i/2

)L
=

N∏
j=1
j 6=k

uk − uj + i

uk − uj − i
, k = 1, · · · , N. (3.1.21)

The energy of the N -magnon state is written as

E = 2g2
N∑
k=1

1

u2
k + 1/4

. (3.1.22)

To summarize, the Heisenberg spin chain are solved by the Bethe ansatz (3.1.15) with the

corresponding eigenvalues given in (3.1.22). In order to find the values of the momenta

or rapidities, we need to solve the BAE (3.1.21). Originally, the problem of solving the

model is equivalent to diagonalizing an 2L × 2L matrix, when the length of the spin
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chain gets larger, the diagonalization soon becomes impossible. Using Bethe ansatz, the

problem is reduced to solving an N coupled algebraic equations which can be done

readily for relatively large number of magnons and lengths. The main idea of the ansatz

is the factorized scattering assumption. The success of Bethe’s ansatz validates this

assumption. However, although one can check explicitly that Bethe ansatz works for

a few magnon states, it is not obvious how to prove that it is true in general. In the

next section, we use another method which will enable us to prove rigorously that Bethe

ansatz works for the N -magnon case.

3.2 Algebraic Bethe ansatz

In this section, we use another method called algebraic Bethe Ansatz (ABA) or the

quantum inverse scattering method (QISM) to solve the Heisenberg spin chain. In order

to apply the algebraic Bethe ansatz, it is useful to rewrite the Hamiltonian in a different

way

H = 2g2
L∑
k=1

(Ik,k+1 − Pk,k+1) (3.2.23)

where Ik,k+1 is the identity and Pk,k+1 is the permutation operator acting on site k and

k + 1

Pk,k+1|a〉k ⊗ |b〉k+1 = |b〉k ⊗ |a〉k+1 (3.2.24)

The permutation operator is related to the local spin operators as

Pk,k+1 =
1

2

(
Ik ⊗ Ik+1 +

3∑
α=1

σαk ⊗ σαk+1

)
(3.2.25)

where Ik and σαk are identity and Pauli sigma matrices at site k. The idea of the algebraic

Bethe ansatz is to construct a generating object called the monodromy matrix. The

elements of the monodromy matrix satisfy a quadratic algebra, which is the origin for the

name algebraic Bethe ansatz. The eigenvectors can be constructed by the elements of the

monodromy matrix, the conserved charges (including the Hamiltonian) can be generated

by the trace of the monodromy matrix. Before we define the monodromy matrix and

write down the quadratic algebra, we need to introduce some new objects. The central

object of the algebraic Bethe ansatz is the R-matrix, which plays the role of “structure

constants” for the quadratic algebra. The structure constants which determines the Lie

algebra satisfy some consistency relations, namely the Jacobi identities. Similarly, the R-

matrix has to satisfy the consistency condition called the Yang-Baxter equations (YBE).
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The R-matrix is an operator Rab(u) acting on the tensor product of two spaces Va ⊗ Vb
and depends on a variable called the spectral parameter u. The Yang-Baxter equation is

given by

Rab(u)Rac(u+ v)Rbc(v) = Rbc(v)Rac(u+ v)Rab(u) (3.2.26)

It is helpful to represent the YBE by diagrams in Fig.(3.2.3). For a specific integrable

a b c

u -v0

a b c

u -v0
=

Figure 3.2.3: Diagrammatic representation of Yang-Baxter equation. Each black dot
represent an R-matrix and Yang-Baxter equation states that we can move the black

line from the left to the right.

model, theR-matrix is given. In our case, theR-matrix of the SU(2) invariant Heisenberg

XXX1/2 spin chain is given by

Rab(u) = u Iab + iPab. (3.2.27)

It is straightforward to check that the R-matrix satisfies the YBE (3.2.3).

Now come back to our spin chain, for each site on the spin chain, we associate it with an

operator called the Lax matrix Lan(u) which acts on the tensor product of two spaces

Va ⊗ hn and depends on the spectral parameter u. The space Va is called the auxiliary

space and hn is called the quantum space. In our case they are both the two dimensional

complex space C2. The Lax operator must satisfy the following important identity

Rab(u− v)Lan(u)Lbn(v) = Lbn(v)Lan(u)Rab(u− v) (3.2.28)

where Rab(u) is the R-matrix defined in (3.2.27). One notice that the equation (3.2.28)

takes a similar form as the YBE (3.2.3). This in fact offers us a way to construct the

Lax matrix, we can simply define the Lax matrix as

Lan(u) = Ran(u− i

2
) = (u− i

2
) Ian + iPan. (3.2.29)
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The Lax matrix (3.2.29) can be written in terms of local spin operators

Lan(u) = u Ia ⊗ In + i
3∑

α=1

Sαn ⊗ σαa , Sαn =
1

2
σαn (3.2.30)

Alternatively this can be written as a 2× 2 matrix in the auxiliary space

Lan(u) =

(
u+ iS3

n iS−n

iS+
n u− iS3

n

)
a

(3.2.31)

where the elements of the matrix are operators acting on the local quantum space hn.

More explicitly, we have

Lan(u)|↑〉n =

(
(u+ i/2)|↑〉n i |↓〉n

0 (u− i/2)|↑〉n ,

)
a

(3.2.32)

Lan(u)|↓〉n =

(
(u− i/2)|↓〉n 0

i |↑〉n (u+ i/2)|↓〉n

)
a

.

If we regard the R-matrix as the structure constant, then the relation (3.2.28) is a

quadratic algebra for the Lax operator. However, this is only defined for one site on the

spin chain. In order to obtain an object which act on the whole spin chain, we take the

product of the Lax matrix and define the aforementioned monodromy matrix

Ta(u) =

L∏
n=1

Lan(u) (3.2.33)

where we take the same auxiliary space and the same spectral parameter for each Lax

matrix. From the relation (3.2.28), one can deduce that the monodromy matrix also

satisfies a similar relation called the RTT relation given by

Rab(u− v)Ta(u)Tb(v) = Tb(v)Ta(u)Rab(u− v). (3.2.34)

This relation can be proved by successive use of (3.2.28), as is depicted in Fig.(3.2.4).

The monodromy matrix can also be written as a 2× 2 matrix in the auxiliary space

Ta(u) =

(
A(u) B(u)

C(u) D(u)

)
a

(3.2.35)

where the elements are operators acting on the whole quantum space of the spin chain

h1⊗h2⊗· · ·⊗hL. In general these operators are very complicated functions of the local

spin operators Sαn and the spectral parameter u, but their explicit form is not important

in most cases. What’s crucial is the algebra between A,B,C,D operators. This is in fact
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……

1 2 3 4 L

……

1 L-3 L-2 L-1 L

u

v

u

v

=

Figure 3.2.4: The proof of RTT relation. Each time one move an vertical line from
the left to the right due to the RLL relation at each site.

the element form of the RTT relation. Let us write the RTT relation in a more explicit

way in the auxiliary space Va ⊗ Vb. We take the basis |↑↑〉, |↑↓〉, |↓↑〉, |↓↓〉 to span this

space where the identity and permutation operator can be represented as 4× 4 matrices

Iab =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1


ab

, Pab =


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1


ab

(3.2.36)

so the R-matrix takes the form

Rab(u− v) =


u− v + i 0 0 0

0 u− v i 0

0 i u− v 0

0 0 0 u− v + i


ab

(3.2.37)

The monodromy matrices can also be written as 4× 4 matrices in the auxiliary space

Ta(u) =Ta(u)⊗ Ib =


A(u) 0 B(u) 0

0 A(u) 0 B(u)

C(u) 0 D(u) 0

0 C(u) 0 D(u)


ab

(3.2.38)

Tb(v) = Ia ⊗ Tb(v) =


A(v) B(v) 0 0

C(v) D(v) 0 0

0 0 A(v) B(v)

0 0 C(v) D(v)


ab

Plugging the explicit form (3.2.37) and (3.2.38) into the RTT relation and perform

the matrix product, we obtain a matrix identity which contain 16 relations in terms of
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elements. The algebra is summarized as

A(v)B(u) = f(u− v)B(u)A(v) + g(v − u)B(v)A(u) (3.2.39)

B(v)A(u) = f(u− v)A(u)B(v) + g(v − u)A(v)B(u)

D(v)B(u) = f(v − u)B(u)D(v) + g(u− v)B(v)D(u)

B(v)D(u) = f(v − u)D(u)B(v) + g(u− v)D(v)B(u)

C(v)A(u) = f(v − u)A(u)C(v) + g(u− v)A(v)C(u)

A(v)C(u) = f(v − u)C(u)A(v) + g(u− v)C(v)A(u)

C(v)D(u) = f(u− v)D(u)C(v) + g(v − u)D(v)C(u)

D(v)C(u) = f(u− v)C(u)D(v) + g(v − u)C(v)D(u)

[C(v), B(u)] = g(u− v)[A(v)D(u)−A(u)D(v)] = g(u− v)[D(u)A(v)−D(v)A(u)]

(3.2.40)

[D(v), A(u)] = g(u− v)[B(v)C(u)−B(u)C(v)] = g(u− v)[C(u)B(v)− C(v)B(u)]

[A(u), A(v)] = [B(u), B(v)] = [C(u), C(v)] = [D(u), D(v)] = 0 (3.2.41)

where

f(u) = 1 +
i

u
, g(u) =

i

u
. (3.2.42)

Now let us construct the eigenvector of the Hamiltonian. An integrable system contains

infinitely many commuting conserved charges 1. The Hamiltonian is one of the conserved

charges. The eigenstats that we are going to construct diagonalize all the conserved

charges simultaneously. To this end, we first introduce the transfer matrix, which is the

trace of the monodromy matrix in the auxiliary space

T (u) = tra Ta(u) = A(u) +D(u). (3.2.43)

The transfer matrices commute with each other due to the RTT relation

[T (u), T (v)] = 0. (3.2.44)

1. For spin chain, the number of conserved charges equals the length of the spin chain.
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By construction, T (u) is a polynomial of spectral parameter u of order L

T (u) = 2uL +
L−1∑
l=0

Ql u
l. (3.2.45)

Due to the commutativity of the transfer matrix, the coefficients Ql commute with

each other. If one can show that the Hamiltonian is one of the coefficients, then these

coefficients Ql are identified with the conserved charges of the spin chain. This is indeed

the case. Using the fact

d

du
T −1(u)T (u)

∣∣∣∣
u=i/2

=
d

du
log T (u)

∣∣∣∣
u=i/2

= −i
L∑
k=1

Pk,k+1, (3.2.46)

the Hamiltonian can be expressed in terms of the transfer matrix as

H = −2ig2 d

du
log T (u) + 2g2L. (3.2.47)

This implies we can construct the eigenstates of the transfer matrix, which will automat-

ically diagonalize the Hamiltonian and the other conserved charges. The construction

again starts with the pseudovacuum |Ω〉 defined in section 3.1. From (3.2.32),

Ta(u)|Ω〉 =

(
A(u) B(u)

C(u) D(u)

)
|Ω〉 =

(
a(u)|Ω〉 ∗

0 d(u)|Ω〉

)
(3.2.48)

where

a(u) = (u+ i/2)L, d(u) = (u− i/2)L. (3.2.49)

The relation (3.2.48) shows that the pseudovacuum diagonalizes the diagonal operators

A(u) and D(u) and is annihilated by the operator C(u). What about the action of B(u)

operator on the pseudovacuum ? The action of each B-operator on the pseudovacuum

creates one magnon. Let us denote the action of various B-operators on the pseudovac-

uum by

|u〉 = B(u1) · · ·B(uN )|Ω〉. (3.2.50)
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This state is called a Bethe state. Now we act the transfer matrix on the state (3.2.50).

Using the algebra in (3.2.39), one can show that

A(v)|u〉 = a(v)
∏
k=1

v − uk − i
v − uk

|u〉+
N∑
k=1

Mk(v)B(u1) · · · B̂(uk) · · ·B(uN )B(v)|Ω〉

(3.2.51)

D(v)|u〉 = d(v)
∏
k=1

v − uk + i

v − uk
|u〉+

N∑
k=1

Nk(v)B(u1) · · · B̂(uk) · · ·B(uN )B(v)|Ω〉

where a hat on the B operator means the operator is missing and Mu
k and Nu

k are

Mk(v) =
ia(uk)

v − uk

∏
j 6=k

uk − uj − i
uk − uj

(3.2.52)

Nk(v) =
id(uk)

uk − v
∏
j 6=k

uk − uj + i

uk − uj
.

From the relation (3.2.51), we see that the first terms on both lines are the Bethe state

|u〉 multiplied with some factor. These terms take the form of eigenstates and are called

wanted terms. The rest terms are a sum of states which replaces one of the spectral

parameters uk by the spectral parameter v and are called unwanted terms. Since the

transfer matrix is the sum A(u) + D(u), we can hope that the unwanted terms from

the action of A and D operators cancel each other so that |u〉 is the eigenstate of the

transfer matrix. This is true if Mk(v) + Nk(v) = 0, (k = 1, · · · , N). Written explicitly,

these conditions read

a(uk)

d(uk)
=
∏
j 6=k

uk − uj + i

uk − uj − i
, k = 1, · · · , N. (3.2.53)

which is nothing but the Bethe ansatz equation (3.1.19) and we see that the spectral

parameters plays the role of rapidities. If the rapidities satisfy the BAE, the state |u〉 is

called the on-shell Bethe state, otherwise it is called off-shell Bethe state. We have thus

proved that the on-shell Bethe state diagonalizes the transfer matrix T (u)

T (u)|u〉 = tu(u)|u〉 (3.2.54)

for any u with the eigenvalue

tu(u) = a(u)

N∏
k=1

u− uk − i
u− uk

+ d(u)
N∏
k=1

u− uk + i

u− uk
. (3.2.55)
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The eigenvalue of the Hamiltonian is given by

Eu = −2ig2 d

du
log tu(u)

∣∣∣∣
u=i/2

+ 2g2L = g2
N∑
k=1

1

u2
k + 1/4

, (3.2.56)

which agrees with (3.1.22).

Before ending the section, we remark that although the construction of Bethe states in

CBA and ABA seems quite different, the resultant Bethe states are in fact proportional

to each other

|u〉ABA =

N∏
k=1

i d(uk)

uk + i/2

∏
j<k

uj − uk + i

uj − uk
|u〉CBA. (3.2.57)

3.3 Scalar products between Bethe states

For an integrable system, after obtaining the spectrum and eigenstates of the Hamilto-

nian, the most important question is to construct manageable expressions for physical

observables such as form factors and correlation functions. This problem turns out to

be more challenging than the spectral problem. The problem of computing three-point

functions in the planar N = 4 SYM theory is intimately related to the computation

of form factors and correlation functions 2 of quantum spin chain. In order to compute

the these quantities, the most important ingredient is the scalar product between Bethe

states, which we will discuss in this section.

3.3.1 Inhomogeneous XXX1/2 spin chain

Before doing that, let us introduce the inhomogeneous Heisenberg XXX1/2 spin chain.

We will encounter this important model again in the following chapters, with slightly

different normalizations and emphasis on different aspects of the model. It is most easily

defined in the framework of algebraic Bethe ansatz. The monodromy matrix for the

inhomogeneous spin chain is a generalization of (3.2.33)

Ta(u;θ) =

L∏
n=1

Lan(u− θn). (3.3.58)

The parameters θ = {θ1, · · · , θL} are called inhomogeneities or impurities. Taking all

inhomogeneities to zero, we recover the monodromy matrix for homogeneous Heisenberg

spin chain (3.2.33). The RTT relation for the inhomogeneous monodromy matrix is

2. We call both quantities matrix elements in below
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the same as the homogeneous case and the algebra between A,B,C,D operators are

unchanged. The Bethe states are generated in the same way

|u;θ〉 = B(u1;θ) · · ·B(uN ;θ)|Ω〉. (3.3.59)

In the inhomogeneous case, the pseudovacuum also diagonalize A and D operators, but

with different eigenvalues

A(u;θ)|Ω〉 = a(u;θ)|Ω〉, D(u;θ)|Ω〉 = d(u;θ)|Ω〉. (3.3.60)

where

a(u;θ) =
L∏
n=1

(u− θn + i/2), d(u;θ) =
L∏
n=1

(u− θn + i/2). (3.3.61)

The corresponding BAE reads

a(uk;θ)

d(uk;θ)
=

N∏
j 6=k

uk − uj + i

uk − uj − i
, k = 1, · · · , N. (3.3.62)

In what follows, we will not write the inhomogeneities explicitly for simplicity.

3.3.2 Definition of scalar products

The dual Bethe state is defined as

〈u| ≡ 〈Ω|
N∏
n=1

C(un), 〈Ω| = 〈↑L |. (3.3.63)

We want to remark here that the dual Bethe state is not exactly the adjoint conjugation

of the Bethe state |u〉, the later is in fact

† : |u〉 −→ (−1)N 〈Ω|C(u∗1) · · ·C(u∗N ) = (−1)N 〈u∗| (3.3.64)

where we have used the property

B†(u) = −C(u∗). (3.3.65)

Here u∗ denotes the complex conjugate of u. If the rapidities u is complex invariant

as a set, which is true for most of the cases that we are interested in, then the dual

Bethe state coincides with the adjoint conjugation of the Bethe state up to the phase

(−1)N . One can define two kinds of overlaps between Bethe states. The scalar product is
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defined as the overlap between a Bethe state and a conjugated Bethe state and the inner

product is defined as the overlap of a Bethe state and a dual Bethe state. We denote the

scalar product and the inner product of Bethe states |u〉 and |v〉 by 〈v|u〉 and 〈v,u〉,
respectively. From (3.3.64), we see that the two kinds of overlaps are related by

〈v|u〉 = (−1)N 〈v∗,u〉. (3.3.66)

In most cases that we are interested in, the set of rapidities is invariant under com-

plex conjugation so the difference between scalar product and inner product is simply a

phase factor. In addition, we are only interested in the absolute value of the structure

constant so the phase factor is irrelevant. Therefore we will not make the careful dis-

tinction between the scalar product and inner product in this dissertation and use them

interchangeably.

The scalar product between two Bethe states is defined as

SN (v; u) = 〈v|u〉 = 〈Ω|
N∏
n=1

C(vn)
N∏
n=1

B(un)|Ω〉. (3.3.67)

In order to have non-vanishing results, the number of B operators should equal to the

number of C operators. The scalar product can be computed in principle by using the

algebra (3.2.39). One can start with one of the C operators and commute it through

the B operators until it hits the pseudovacuum |Ω〉 which gives zero. The commutators

of C and B operators will generate A and D operators, one can further commute these

operators to the right most until they hit the pseudovacuum and give the eigenvalues.

Then one can start with another C operator and repeat the process. This procedure is

straightforward but becomes very complicated as the number of magnons grows. The

computation of the scalar product turns out to be a highly non-trivial problem. For

generic values of the rapidities u and v, there exists an explicit expression for the scalar

product which is written as a sum of 2N terms. Although explicit, this expression is too

complicated to be useful in practice. The much more interesting case is when one set

of the rapidities, say u satisfy the BAE, namely |u〉 is on-shell, then the scalar product

can be written in terms of a determinant. This result is called the Slavnov theorem and

it simplifies tremendously many computations of matrix elements of Heisenberg spin

chain.

3.3.3 Slavnov determinant and Gaudin norm

In what follows, we will present the Slavnov determinant formula. The proof is rather

technical and will not be presented here. There exist several different proofs of the
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theorem and we refer the interested readers to [94–96]. The Slavnov theorem states

that, if |u〉 is on-shell, the scalar product of |u〉 with an off-shell state 〈v| takes the

following form 3

〈v|u〉 =
N∏
j=1

a(vj)d(uj)Su,v (3.3.68)

Su,v =
1∏N

j=1 a(vj)

detjk
∂
∂uj

tu(vk)

detjk
1

uj−vk
. (3.3.69)

Here tu(vk) is the eigenvalue of the transfer matrix

tu(u) = a(u)
Qu(u− i)
Qu(u)

+ d(u)
Qu(u+ i)

Qu(u)
(3.3.70)

where we have defined the so-called Baxter polynomial

Qu(u) ≡
N∏
k=1

(u− uk). (3.3.71)

In (3.3.69), the determinant in the denominator is singular when uk = vj . One can write

another expression for the scalar product without this problem. Following [72], we have

Su,v =
detjk Ω(uj , vk)

detjk
1

uj−vk+i

(3.3.72)

where the kernel Ω(u, v) is defined as in [72]

Ω(u, v) = t(u− v)− e2ipu(v)t(v − u), t(u) =
1

u
− 1

u+ i
. (3.3.73)

The quantity pu(v) is called pseudo-momentum, which is defined as

e2ipu ≡ d(u)

a(u)

Qu(u+ i)

Qu(u− i)
. (3.3.74)

In terms of the pseudo-momentum, the BAE takes a very simple form

e2ipu(uk) = −1, k = 1, · · · , N. (3.3.75)

Gaudin norm When two sets of rapidities coincide u = v, the scalar product com-

putes the square of the norm of the on-shell Bethe state |u〉. This quantity is given by

the Gaudin formula which was first conjectured by Gaudin [97] and later proved by

3. Our conventions and notations follow [72].
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Korepin [98]. The Gaudin formula can be obtained from the Slavnov determinant by

taking carefully the limit v→ u, which leads to

〈u|u〉 =
N∏
j=1

a(uj)d(uj)
detjk

∂
∂uj

Φk

detjk
1

uj−uk+i

(3.3.76)

where

Φk ≡ log

(
d(uk)

a(uk)

Qu(uk + i)

Qu(uk − i)

)
, k = 1, · · · , N. (3.3.77)

More explicitly, we can calculate that

∂

∂uj
Φk =

2i

(uj − uk)2 + 1
+ iδjk

(
L∑

m=1

1

(uk − θm)2 + 1
4

−
N∑
l=1

1

(uk − ul)2 + 1

)
(3.3.78)

Using the Cauchy determinant formula, the denominator can be written as

det
jk

1

uj − uk + i
= (−i)N

∏
j 6=k

uj − uk
uj − uk + i

. (3.3.79)

which is simply a product.

3.3.4 DWPF, pDWPF and the A -functional

We introduce another important special kind of scalar product which can be written in

terms of determinants.

DWPF. The following scalar product is called the domain wall partition function

(DWPF)

ZL(u|θ) ≡ 〈↓L |B(u1) · · ·B(uL)| ↑L〉. (3.3.80)

It evaluates the partition function of the six vertex model with domain wall boundary

conditions on a L × L square lattice. Note that in order to have non-zero result, the

number of magnons should equal the length of the spin chain. The determinant repre-

sentation of this quantity was first obtained by Izergin [99, 100] and is called the Izergin

determinant which reads

ZL(u|θ) =
L∏
k=1

Q−θ (uk) Zu,θ (3.3.81)
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where

Zu,θ =
detjk t(uj − θk − i/2)

detjk
1

uj−θk+i/2

, t(u) =
1

u
− 1

u+ i
. (3.3.82)

Note that for DWPF, the determinant representation does not require that the rapidities

u = {u1, · · · , uL} are on-shell.

pDWPF. If in (3.3.80) the number of mangons N < L, in order to have non-zero

result we can complement it by the action of S−. This defines the partial domain wall

partition function (pDWPF)

ẐL(u|θ) ≡ 〈↓L |(S−)L−NB(u1) · · ·B(uN )| ↑L〉. (3.3.83)

Using the relation

lim
u→∞

B(u)

i uL−1
= S− (3.3.84)

we can obtain the pDWPF from DWPF as

ẐL(u|θ) = lim
w→∞

(
ZL(u ∪w|θ)

iwL−1
1 · · · iwL−1

L−N

)
. (3.3.85)

The A -functional. It was found by Kostov and Matsuo [72, 101] that DWPF and

pDWPF have a different determinant representation by using a quantity called the A -

functional. It turns out the A -functional is of fundamental importance, especially in the

semi-classical limit as we will discuss below. For any set of points u = {u1, · · · , uN} in

the complex plane and for any complex function f(u), the A -function is define by

A ±u ≡
1

∆u

∏
u∈u

(
1− f(u)e±i∂/∂u

)
∆u (3.3.86)

where ∆u is the Vandermonde determinant

∆u = det
jk

(
uk−1
j

)
=

∏
1≤j<k≤N

(uj − uk). (3.3.87)

The A -functional can be represented by a ratio of determinants

A ±u [f ] =
detjk

(
uk−1
j − f(uj)(uj ± i)k−1

)
detjk

(
uk−1
j

) . (3.3.88)
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The Izergin-Gaudin determinant can be written in terms of the A -functional as

Zu,θ = (−1)N A −u

[
Q+
θ (u)

Q−θ (u)

]
(3.3.89)

We will discuss the properties of A -functional and its semi-classical limit in section 3.4.2

3.4 Semi-classical limit of scalar product

In the following chapters, the study of semi-classical limit of the structure constant will

be one of the most important subject. In order to take the semi-classical limit of the

structure constant, we need to learn how to take the semi-classical limit of the scalar

product. This problem was first investigated in [70] for a special case and later studied

in the papers [72, 101, 102] more generally. We will review the semi-classical limit of the

scalar product in this section.

The semi-classical limit, or the Sutherland limit is the limit when the number of rapidities

and the length of the spin chain are both very large N,L→∞ with their ratio kept fixed

α = N/L < 1. This limit has been studied in condensed matter physics by Sutherland

[103] and Dhar and Shastry [104]. In the semi-classical limit, the Bethe roots typically

arrange themselves on umbrella-shaped arcs which become cuts. Two examples are given

in (3.4.5) The size of the arc is of the scale L. In this limit, the rapidities scales as uk ∼ L

-40 -20 20 40 60

-30
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20

30

Figure 3.4.5: The cuts of Bethe roots. On the left is the one-cut solution for N =
20, L = 300 with mode number n0 = −1; on the right is the one-cut solution for N = 25,

L = 400 with mode number n0 = 1.

and the energy scales E ∼ 1/L. By AdS/CFT correspondence, Bethe states in this regime

are dual to classical string solutions with large quantum numbers. The spectral problem

in this limit was described by the finite-gap solution in [17–19, 105]. Here we study the

behavior of scalar products in this limit.
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The idea of [72] is to write the Slavnov determinant in an operator factorized form in

terms A -functionals. By taking the semi-classical limit of the A -functional, we obtain

the semi-classical limit of the Slavnov determinant.

3.4.1 Operator factorization formula

Let us introduce the shift operator ea ∂/∂u where a is a constant. It acts on a function

f(u) of variable u as

ea∂/∂uf(u) = f(u+ a), ea∂/∂u 1 = 1. (3.4.90)

This relation can be proved easily by expanding the shift operator on the l.h.s.

ea∂/∂u = 1 +
∞∑
n=1

an

n!

∂n

∂un
(3.4.91)

and compare with the Taylor expansion of the r.h.s. at u = a. Using the shift operator,

the kernel of the Slavnov determinant Ω(u, v) can be written as

Ω(u, v) =
(

1− e2ipu(v)ei∂/∂v
)(

e−i∂/∂u − 1
) 1

u− v + i
. (3.4.92)

The Slavnov determinant can be written as a result of acting N pairs of difference

operators on the Cauchy determinant

Su,v =

∏
v∈v

(
1− e2ipu(v)ei∂/∂v

)∏
u∈u

(
e−i∂/∂u − 1

)
detjk

1
uj−vk+i

detjk
1

uj−vk+i

(3.4.93)

Notice that the operators belonging to the same block commute while the ones belonging

to two different blocks do not. The Cauchy determinant can be computed readily

det
jk

1

uj − vk + i
=

∏
j<k(uj − uk)

∏
j<k(vk − vj)∏N

j,k=1(uj − vk + i)
≡ ∆u∆−v

Πu,v
. (3.4.94)

We can move the shift operators from left to right across the Cauchy determinant using

the following identities

e−i∂/∂u
1

Πu,v
=E+

v (u)
1

Πu,v
e−i∂/∂u, u ∈ u, (3.4.95)

ei∂/∂v
1

Πu,v
=E−u (v)

1

Πu,v
ei∂/∂v, v ∈ v
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where E±u is defined as

Eu(u) =
Qu(u+ i)

Qu(u)
. (3.4.96)

The Slavnov determinant can be written in the following factorized form

Su,v = (−1)|u|
1

∆v

∏
v∈v

(
1− e2ipu(v)E−u (v)ei∂/∂v

)
∆v ·

1

∆u

∏
u∈u

(
1− E+

v (u)e−i∂/∂u
)

∆u.

(3.4.97)

where |u| denotes the cardinality of the set of rapidities u. Each part of the factorized

form can be written in terms the A -functional (3.3.86).

3.4.2 Semi-classical limit of the A -functional

From (3.4.97) the Slavnov determinant can be written in terms of the A -functionals. In

order to take the semi-classical limit of the Slavnov determinant, it is enough to take

the semi-classical limit of the A -functional, which was done in [72]. Before taking the

semi-classical limit, we list below the important properties of the A -functional without

proof. For more detail, the reader is referred to the original paper [72].

Expansion. The functions A ±u [f ] are completely symmetric polynomials of the N

variables f(u1), · · · , f(uN ). They have the following expansion

A ±u [f ] =
∑

u′∪u′′=u

(−1)|u
′|

( ∏
u′∈u′

f(u′)

)
1

∆u

∏
u′∈u′

e±i∂/∂u
′
∆u. (3.4.98)

The last factor can be written alternatively as

1

∆u

∏
u′∈u′

e±i∂/∂u
′
∆u =

∏
u′∈u′,u′′∈u′′

u′ − u′′ ± i
u′ − u′′

. (3.4.99)

One important observation by the authors in [70] is that when f(u) is a constant κ, the

functional takes a very simple form which does not depend on u at all

A ±u [κ] = (1− κ)N = exp

(
−N

∞∑
n=1

κn

n

)
. (3.4.100)

This observation is crucial in order to find the semi-classical limit of the A -functional.



Contents 40

Linear term in f as a contour integral The linear term in f in the expansion of

A ±u [f ] can be written as a contour integral

A ±u [f ] = 1−
N∑
j=1

f(uj)
∏
k 6=j

uj − uk ± i
uj − uk

+O[f2] (3.4.101)

= 1±
∮
Au

du

2π
f(u)E±u (u) +O[f2].

The integration contour encircles all points of the set u and leaves the other possible

singularities of f(u) outside.

The functional identity The two functionals A + and A − are related by the follow-

ing functional identity

A ±u [1/f ] = (−1)N
A ∓u [f ]∏N
j=1 f(uj)

. (3.4.102)

In the semi-classical limit, the Bethe roots condense into cuts, it is useful to define the

resolvent function

Gu(u) =

N∑
k=1

1

u− uk
. (3.4.103)

We now start to take the semi-classical limit of the A -functional. We assume in the

derivation that the Bethe roots accumulate along a contour Cu for simplicity but our

discussion is valid for the case of multiple cuts. The strategy is to study the asymptotic

behavior of A -functional in the limit when f is very small and very large. Then use the

special value when f is constant (3.4.100) to fix the whole functional.

When the functional argument f is very small, according to (3.4.101) we have

log A ±u [f ] = ±
∮
Au

dz

2π
eiq
±(z) +O[f2], (3.4.104)

where the contour Au encircles the cut Cu counterclockwise and the function q±(u) is

given by

q±(u) = −i log[f(u)]±Gu(u). (3.4.105)
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When f is very large, we can apply the functional identity (3.4.102) to write the func-

tional in terms A ±u [1/f ]. Using also the relation

log

(−1)N
N∏
j=1

f(uj)

 =

∮
Au

du

2πi
Gu(u) (log[f(u)] + iπ) (3.4.106)

=

∮
Au

du

2π

[
1

2
q2
±(u) + iπq±(u)

]
,

we find the large f asymptotic

log A ±u [f ] '
∮
Au

du

2π

(
±1

2
[q±(u) + iπ]2 ∓ e−iq±(u)

)
+O[f−2]. (3.4.107)

Assume that

log A ±u [f ] =

∮
Au

du

2π
F±

(
eiq
±(u)

)
. (3.4.108)

We need to find the meromorphic functions F±(ω) with the following asymptotic

F±(ω) =

{
±ω +O(ω2), |ω| � 1,

∓ log(−ω)2 ∓ 1/ω +O(1/ω2), |ω| � 1.
(3.4.109)

It turns out that the functions F±(ω) can be fixed completely by comparing the ansatz

(3.4.108) and the special case where f is a constant (3.4.100). Let us assume that near

the vicinity of ω = 0, F±(ω) can be Taylor expanded

F±(ω) =

∞∑
n=1

F±n ω
n. (3.4.110)

For f(u) = κ, we have q±(u) = −i log κ±Gu(u). The contour integral can be performed

by expanding the contour to infinity

∑
n

F±n

∮
du

2π
einq

±(u) =
∑
n

F±n

∮
du

2π
κn(1± iN

u
+ · · · )n = ∓

∑
n

F±n nNκ
n. (3.4.111)

Comparing this expansion with (3.4.100), we can fix all the coefficients F±n as

F±n = ± 1

n2
(3.4.112)

and find that the function F±(ω) are in fact dilogarithm functions

F±(ω) = ±
∞∑
n=1

ωn

n2
= ±Li2(ω). (3.4.113)
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Finally we obtain the semi-classical limit of the A -functional in a very compact form

log Au[f ] ' ±
∮
Au

du

2π
Li2

(
f(u)e±iGu(u)

)
(3.4.114)

If the Bethe roots condense into more than one cut C1
u, · · · , Cnu , then the contour Au is

the union of the disjoint contours A1
u, · · · , Anu where Aku encircles Cku counterclockwise.

3.4.3 Semi-classical limit of the Slavnov determinant

We obtained the semi-classical limit in the last subsection, now we can apply the re-

sult to obtain the semi-classical limit of the Slavnov determinat (3.4.97). The Slavnov

determinant can be written in the following way

Su,v = (−1)N
(v|A +

v [U ]A −u [V ]|u)

(v|u)
, (3.4.115)

where the operators U(v) and V (u) satisfy the following algebra

U(v)V (u) = V (u)U(v)

(
1− 1

(u− v)2 + 1

)
(3.4.116)

and act on the vector as

U(v)|u) = e2ipu(v)E−u (v)|u), (v|V (u) = E+
v (v|. (3.4.117)

Notice that in the semi-classical limit, the rapidities u and v scales as u ∼ v ∼ L→∞
in (3.4.116) so U(v) and V (u) commute and we have a complete factorization into two

A -functionals. In the semi-classical limit, the various functions can be written in terms

of the resolvents (3.4.103)

pu(u) =
1

2i
log

(
d(u)

a(u)

Qu(u+ i)

Qu(u− i)

)
(3.4.118)

=
1

2i

L∑
n=1

(log(u− θn − i/2)− log(u− θn + i/2))

+
1

2i

N∑
k=1

(log(u− uk + i)− log(u− uk − i))

' − 1

2

N∑
n=1

1

u− θn
+

N∑
k=1

1

u− uk

=Gu(u)− 1

2
Gθ(u).
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where we have used the fact that the rapidities scale like uk ∼ L in the semi-classical

limit. Similarly, we have

logE±u (u) = ±iGu(u). (3.4.119)

Therefore, in the semi-classical limit, we have

Su,v = (−1)NA +
v

[
eiGu(u)−iGθ(u)

]
A −u

[
eiGv(u)

]
. (3.4.120)

Using the semi-classical limit of A -functional (3.4.114), we find finally the semi-classical

limit of the Slavnov determinant

log Su,v = iπN +

∮
Av

du

2π
Li2

(
eiGu(u)+iGv(u)−iGθ(u)

)
−
∮
Au

du

2π
Li2

(
e−iGu(u)+iGv(u)

)
.

(3.4.121)

This the main result for this section. If we take the limit v = u, we obtain the semi-

classical limit of the Gaudin norm

log Su,u = iπN +

∮
Au

du

2π
Li2

(
e2ipu(u)

)
. (3.4.122)

The semi-classical limit of Slavnov determinant (3.4.120) and Gaudin norm (3.4.122)

are all the ingredient that we need to obtain the semi-classical limit of the structure

constant in the determinant representation.



Chapter 4

The su(2) Sector

Starting from this chapter, we will compute three-point functions in the planar N = 4

SYM theory. In order to compute three-point functions, we need to start with three local

operators. The choice of the operators is infinite since we have infinitely many gauge

invariant local operators. The strategy to simplify the problem is to restrict ourselves in

certain sector of the theory and compute three-point functions within the sector. The

simplest sector is the SU(2) sector which contains two complex scalar fields. In this

chapter we will consider the three-point functions in the SU(2) sector. It is the best

understood sector for the moment and it provides us with intuitions and techniques that

are also useful in other sectors.

We start by explaining how the computation of three-point functions can be recast in the

language of the spin chain in section 4.1. Then we review the so called tailoring method

[49], which works for the generic configurations but the results are usual very complicated

in section 4.2. In section 4.3, we introduce the freezing method [50] which enables us to

find the determinant representation for a special configuration. In section 4.4, we take the

semi-classical limit of the structure constant by using the determinant representation.

4.1 Set-up of the problem

The three operators under consideration are in the su(2) sector and are composed of the

following complex scalar fields

O1 : {Z,X}, O2 : {Z̄, X̄}, O3 : {Z, X̄}. (4.1.1)

44
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The complex scalar fields are defined in (2.3.14). The operators take the form of traces

of strings of these fields, for example

O1 = Tr (ZXZZZXZ · · · ) + · · · . (4.1.2)

It is clear that such operators can be mapped to states of the XXX1/2 spin chain by

mapping Z, Z̄ to spin up and X, X̄ to spin down. In what follows, the scalar fields Z, Z̄

are regarded as ‘vacuum’ and X, X̄ are regarded as ‘excitations’. For example,

Tr (ZXZZZXZ)←→ |↑ ↓ ↑↑↑ ↓ ↑〉. (4.1.3)

In the SU(2) sector, the three operators are scalar operators, i.e. with zero Lorentz spin.

In a conformal field theory, we are mainly interested in operators with definite scaling

dimension, whose two-point function is fixed by conformal symmetry up to normalization

〈Oi(x)Oj(y)〉 = Ni
δij

(x− y)2∆i
. (4.1.4)

The scaling dimension depends on the coupling constant g =
√
λ

4π and can be expanded

as

∆i(g
2) = Li + γi(g

2) (4.1.5)

where Li is the length of the operator and γi(g
2) is the anomalous dimension. Consider

three such operators with definite scaling dimension, the three-point function is again

fixed by conformal symmetry up to a constant called the structure constant

〈O1(x1)O2(x2)O3(x3)〉 =
1

Nc

√
N1N2N3C123

x2∆12
12 x2∆23

23 x2∆13
13

(4.1.6)

where

∆ij =
1

2
(∆i + ∆j −∆k), (4.1.7)

x2
ij = (xi − xj)2, i, j, k = 1, 2, 3.

and ∆i (i = 1, 2, 3) are the scaling dimensions of the three operators. The structure

constant depends on the coupling constant g and has the following expansion in pertur-

bation theory

C123(g2) = C
(0)
123 + g2C

(1)
123 + · · · (4.1.8)
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In this chapter, we will compute the structure constant at tree level, namely C
(0)
123. The

computation of one-loop structure constant will be discussed in Chapter 7. At tree level,

the scaling dimension equals the length of the operator and hence operators with the

same length have the same scaling dimension. This huge degeneracy can be lifted at

one-loop. Following [49], we will consider the operators with definite one-loop anomalous

dimension. This implies the operators diagonalize the one-loop dilatation operator in the

su(2) sector, which is nothing but the su(2) invariant Heisenberg XXX1/2 spin chain.

In Chapter 3, we learned how to construct the eigenstates of the Heisenberg spin chain

using coordinate and algebraic Bethe ansatz. By the mapping from operators to spin

chain states, the three operators correspond to three on-shell Bethe states.

Now we discuss how to compute the three-point function in principle. At tree-level, the

computation amounts to planar Wick contractions between the operators, which sounds

simple. However, the on-shell Bethe states are highly non-trivial linear combinations

of the basis states and the number of terms grows exponentially with the number of

magnons. Therefore, although the Wick contractions for each term are simple, there are

many terms to sum up and it is not clear a priori that the sum will give rise to a simple

result. The computation at tree level is a combinatorics problem and the scalar product

of Bethe states turns out to be a powerful tool.

4.2 Tailoring three-point function

The planar Wick contractions of scalar fields can be mimicked by the scalar products of

the spin chain states. For our configuration (4.1.1), the structure of Wick contraction is

given as in Fig.(4.2.1). As we consider only the planar Wick contractions, each spin chain

can be split into two parts which contract with two other spin chains. It is thus natural to

‘cut’ the closed spin chain into two open subchains, called left and right subchains. The

method contains mainly three steps, namely cutting, flipping and sewing, the meaning

of which will be made more precise in what follows.

Consider a spin chain of length L, we take the first Ll sites as the left subchain and the

rest Lr = L−Ll sites as the right subchain. A generic state of the original spin chain can

be written as entangled states of the two subchains. When the state under consideration

is a Bethe state, the states of the subchains also take the form of Bethe states. This can

be seen most easily by the so-called generalized two-component model [106, 107] within

the framework of algebraic Bethe ansatz. The monodromy matrix of the original spin

chain can be written as the product of the monodromy matrices of the two subchains

Ta(u) = (L1,a(u) · · ·LLl,a(u)) (LLl+1,a(u) · · ·LLr,a(u)) ≡ T la(u)T ra (u). (4.2.9)
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Figure 4.2.1: Wick contraction of the EGSV configuration. The black lines represent
Wick contraction of scalar fields Z, Z̄ and the red lines represent the Wick contraction

of X, X̄.

In terms of components, we have the following relation between the operators A,B,C,D

of the original spin chain and the subchains

A(u) = Al(u)Ar(u) +Bl(u)Cr(u) (4.2.10)

B(u) = Al(u)Br(u) +Bl(u)Dr(u)

C(u) = Cl(u)Ar(u) +Dl(u)Cr(u)

D(u) = Cl(u)Br(u) +Dl(u)Dr(u).

The Bethe state can be written as

|u〉 =
N∏
i=1

B(ui)|Ω〉 =
N∏
i=1

(Al(ui)Br(ui) +Bl(ui)Dr(ui)) |Ωl〉 ⊗ |Ωr〉. (4.2.11)

where |Ωl〉 = | ↑Ll〉, |Ωr〉 = | ↑Lr〉 are the pseudovacua of left and right subchains,

respectively. The operators with the index ‘l’ acts only on the left subchain and the

ones with index ‘r’ act only on the right subchain. After expand the product in (4.2.11),

we can use the algebra of the components of the monodromy matrices to move all the

Al, Dl and Ar, Dr operators to the rightmost and act on the pseudovacua, keeping in

mind that operators with different indices commute. In this way, we are are left with

only Bl and Br operators acting on the pseudovacua, which are (off-shell) Bethe states.
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It is straightforward to see that we have the following result

|u〉 =
∑

u′∪u′′=u

Hu,u′′ |u′〉 ⊗ |u′′〉 (4.2.12)

where the sum is over all the possible partitions of rapidities u′,u′′ such that u′ ∪
u′′ = u and u′ ∩ u′′ = ∅. For example, for a two magnon state {u1, u2}, there are 4

possible partitions {u1, u2}∪∅, {u1}∪{u2}, {u2}∪{u1} and ∅∪{u1, u2}. The coefficients

Hu′,u′′ measure the ‘entanglement’ between the two substates |u′〉 and |u′′〉 and takes

the following form

Hu′,u′′ =
∏
uj∈u′

ūk∈u′′

f(uj , ūk)dr(uj)al(ūk) (4.2.13)

where

f(u, v) =
u− v + i

u− v
, ar(u) = (u+ i/2)Lr , dl(u) = (u− i/2)Ll . (4.2.14)

As we mentioned before, we want to use scalar products between Bethe states to take

into account the Wick contractions. To this end, we need a ket state and a bra state.

After we cut each spin chain state, we obtain two ket states. We need to map one of the

ket states into a bra state, such an operation is called flipping. It is worth mentioning that

the flipping operation is not the same as taking the conjugate of the state. A conjugation

of the state corresponds to change the order of fundamental fields inside the single trace

spin chain as well as taking the charge conjugation. However, the flipped state represent

the same operator, but in the dual space. In algebraic Bethe ansatz, the flipped state is

closely related to the conjugated state. Let us use F to denote the flipping operation,

we have

F|u〉 = (−1)N 〈u∗| (4.2.15)

where {u∗} = {u∗1, · · · , u∗N} means taking the complex conjugate of all the rapidities.

The final result does not depend on which substate we flip, so as a convention we choose

always to flip the right substate. After cutting and flipping, we have the same number

of ket states and bra states and thus can take the scalar product, which is called sewing.

In order to obtain a result which does not depend on the normalization of the three

operators, we need to divide the result by the product of the norms of the three Bethe

states.

To summarize, the three operators O1, O2, O3 of length L1, L2, L3 are represented by

three on-shell Bethe states |u〉, |v〉, |w〉 with number of magnons N1, N2, N3. The result
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for the structure constant is given by

C123 =
√
L1L2L3

∑
u′∪u′′=u

∑
v′∪v′′=v

∑
w′∪w′′=w

(4.2.16)

×Hu′,u′′Hv′,v′′Hw′,w′′
〈u∗′′ |v′〉〈v∗′′ |w′〉〈w∗′′ |u′〉√

〈u|u〉〈v|v〉〈w|w〉

The following comments are in order. The tailoring method, compared to the brute

force computation is already a big progress both conceptually and computationally.

This procedure is rather general and can be generalized to other sectors. However, once

we cut the on-shell Bethe states, the resulting substates are no longer on-shell on the

subchains. This means all the scalar products in the numerator in (4.2.16) are of the type

off-shell/off-shell and we cannot apply the Slavnov determinant formula. The result for

each scalar product is not simple. What’s more, after computing the scalar products and

multiply them, we need to take the sum over partitions of the rapidities, which involves

2N1+N2+N3 terms. As the number of magnons increases, this sum becomes complicated

quickly. The two difficulties of the tailoring method, namely a compact formula for the

off-shell/off-shell scalar product and performing the sum over partitions of rapidities

remains or get even worse for other sectors.

In some special cases, the general formula (4.2.16) can be largely simplified and gives

rise to a compact result. This is the case for the configuration (4.1.1) and we will discuss

it in the next section.

4.3 The determinant representation

In this section, we show that the configuration in (4.1.1) can be recast in terms a de-

terminant. First of all, let us notice that in Fig. (4.2.1) there are two pieces of Wick

contractions which are trivial. The contractions between O2 and O3 are are all of the

type 〈ZZ̄〉 and the contractions between O3 and O1 are all of the type 〈XX̄〉. The only

non-trivial piece is the contractions between O1 and O2 where we can have both kinds

of contractions. We emphasis that the trivial contractions originate from our choice of

fields for the three operators and in general we do not have this simplification.

It is convenient for us to generalize the problem slightly by introducing the inhomoge-

neous Heisenberg spin chain. In the case of three-point function, the inhomogeneities of

the three spin chains are not independent because the inhomogeneities associated with

the subchains whose fundamental fields are contracted should match. The independent

inhomogeneities associated with the contractions between the i-th left subchain and the
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j-th right subchain are denoted by θ(ij). The cardinality of the set θ(ij) is Lij . In this

notation

θ(1) = θ(12) ∪ θ(13), θ(2) = θ(21) ∪ θ(23), θ(3) = θ(31) ∪ θ(32). (4.3.17)

The three-point function is given by the product of two factors

– The probability to find the component Tr (ZL23X̄L13) in the state |w〉,
– The remaining contractions can be recast as the scalar product of an on-shell state of

rapidity u and an off-shell state of rapidities v, in the spin chain of length L1.

It turns out both factors can be written as determinants, the derivation of which we will

present below. It is very helpful to perform the derivation in the language of 6-vertex

model. The mapping between the Heisenberg spin chain and the 6-vertex model is well-

known in condensed matter physics. The 6-vertex model is a 2d lattice model with 6

possible configurations of arrows at each point, as depicted in Fig.(4.3.2). There are three

Figure 4.3.2: The three types of vertices of 6-vertex model.

types of vertices called type a, b and c, respectively. The vertices with all the arrows

flipped simultaneously are of the same type. The three types of vertices are associated

with the following weights

a(u− z) =
u− z + i

u− z
, b(u− z) = 1, c(u− z) =

i

u− z
, z = θ + i/2. (4.3.18)

The important condition about the six vertex model vertices is that the number of arrows

flowing in and out the vertices are always equal. In what follows we shall use another

representation of the 6 vertices. Let us denote the right arrow and down arrow by a think

line and the rest two kinds of arrow with a thin line, which are given in Fig.(4.3.3). We

associate each thin line with index “1” and each thick line with index “2”. The three

types of weights corresponds to the three kinds of non-zero elements of the Lax operator
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Figure 4.3.3: Another representation of the 6 vertex model. The down arrows and
right arrows are represented by a thick line and the left arrows and up arrows are

represented by a thin line.

of the Heisenberg spin chain 1

Lan(u− z) = Ian +
i

u− z
Pan =


a(u− z) 0 0 0

0 b(u− z) c(u− z) 0

0 c(u− z) b(u− z) 0

0 0 0 a(u− z)

 .

(4.3.19)

An interesting and important observation is that the type b vertices do not depend on

the value of rapidities and if we choose the rapidity u such that u = z− i, then the three

weights become simply

a(−i) = 0, b(−i) = 1, c(−i) = −1. (4.3.20)

In terms of the 6-vertex model language, a Bethe state can be represented by the follow-

ing diagram Fig.(4.3.4) Each horizontal line corresponds to a B-operator which creates}θ+i/2

u

}

Figure 4.3.4: Representation of a coefficient of Bethe state in the 6-vertex model.
Each horizontal line corresponds to a B-operator, the action of which creates an index

‘2’.

1. We choose a slightly different normalization for the Lax operator from the one in Chapter 2.
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an excitation with index ‘2’. For any term of the Bethe state, the flow of thick lines

always comes in from the right side and go out from the bottom. The number of indices

of each type are conserved. We can take the overlap of a Bethe state and a dual Bethe

state by identifying the indices. Therefore a term in the scalar product between Bethe

states looks like the diagram in Fig.(4.3.5). In the diagram for a scalar product, the flow}
}
}

Figure 4.3.5: Graphic representation of a term in the scalar product between Bethe
states, the indices and the inhomogeneities are identified.

of thick lines comes in from the upper right side and go out from the left bottom side.

The flow of indices is again conserved.

Let us now compute the structure constant. We first write the structure constant in the

following form

C
(0)
123 =

√
L1L2L3

N1N2N3
〈u,v,w〉, (4.3.21)

where Ni is the norm of the Bethe state corresponding to Oi, i = 1, 2, 3 which can be

computed easily by the Gaudin norm formula. The non-trivial part 〈u,v,w〉 is called

the cubic vertex. It can be evaluated using the fact that it gives partition function of the

6-vertex model on a lattice by gluing three rectangular lattices with dimension L1×N1,

L2 ×N2 and L3 ×N3 as shown in Fig.(4.3.6). The indices 1 and 2 are identified with Z

and X or their complex conjugates, depending on the operator under consideration. First

we notice that in the part of lattice that has vertical lines labeled by θ(23), represented

by the shaded area of Fig.(4.3.6), there is only one 6-vertex configuration, and therefore

its contribution to the cubic vertex factorizes out. The factor is a pure phase if the sets

v and θ(23) are symmetric under complex conjugation. We will assume that this is the

case will ignore the phase factor. Therefore we can delete this part of the lattice.

Next, we observe that the sub-lattice associated with the operator O3 factorizes because

all lines that connect it with the rest of the lattice are of type 2. These operations are

schematically represented in Fig.(4.3.7). The problem boils down to the calculation of
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v } }
θ(2)+i /2

v } }}w

22

1111

2

1

1

1

1

2

θ(3)+i /2

1 1 1 11

1 1 1 11

} u

}
22 2 22222

θ(1)+i /2

Figure 4.3.6: The cubic vertex in terms of the 6-vertex model configurations. The
shaded area factorizes and can be cut out. Furthermore, the right piece is connected
to the rest only with type-2 contractions and factorizes out. The lattice split into two

pieces which can be evaluated separately.

Figure 4.3.7: Schematic representation of the lattice obtained by gluing the rectan-
gular lattices corresponding to the states 〈u|, |v〉, |w〉, with subsequence removal of the
redundant piece and separating the two non-interacting sub-lattices. After the removal
of the redundant pieces, the states |v〉 and |w〉 are no more Bethe eigenstates, because

the chains are shortened (L1 → L12 and L3 → L23).

two independent 6-vertex partition functions, which gives two non-trivial factors in the

structure constant. These two factors will be computed by the freezing procedure.

The freezing procedure for the first factor works as the follows. One starts from a rect-

angular lattice corresponding to the scalar product 〈ṽ|u〉. Both sets of rapidities have

cardinality N1. The first N2 rapidities coincide with the rapidities v characterizing O2,

the rest N3 = N1 −N2 rapidities ṽ will be denoted by ṽN2+1 = z̃L12+1, · · · , ṽN1 = z̃L1 .

Symbolically we denote ṽ = v ∪ z̃.

If we adjust the rapidity of the last magnon to the value of the last inhomogeneity,

z̃L1 = θL1 − i/2, then according to (4.3.20) the vertex at the lower right corner is
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necessary of the type c. Then the only possibilities for the rest of the vertices on the last

row and the last column is that they are of type b. This is what we called “freezing”.

Hence the last row and the last column form a hooked index line carrying index 2, as is

shown in the left figure of Fig.(4.3.8). This procedure is repeated N3 times, the rapidities

θ(13)+i /2θ(12)+i /2

u

v

}
z=θ(13)-i/2

}}w

2
2
2

2
2

1111

2
2

2

1

1

1
1
1

111

1
1
1
1

1111

1 111

}

} }

}
}
}

~

z=θ(13)-i/2~

θ(3)+i /2

Figure 4.3.8: The freezing procedure for the two factors in C
(0)
123.

of the lowest N3 rows are fixed to z̃ = θ(13) − i/2. The result is that the rightmost N3

indices below the lowest horizontal u-line are fixed to have value 2. After removing the

frozen part of the lattice, shaded in blue in the figure, we obtain the first factor in the

cubic vertex equals the scalar product 〈v ∪ z̃|u〉. The contribution of the frozen part of

the lattice is the product of all type c vertices on the diagonal, which equals (−1)L13 , a

factor that we will ignore. In terms of the algebraic Bethe ansatz, the freezing procedure

is equivalent to

B(z̃L12+1) · · ·B(z̃L1)|Ω〉 = (−1)L13 | ↑L12↓L13〉. (4.3.22)

In a similar way, we compute the second factor. The freezing procedure is shown in

the right of Fig.(4.3.8). We start with a scalar product 〈w, z̃〉 for a chain of length

L3 = N3 + L23. We freeze the rapidities of the bra state to z̃. The frozen area gives

a contribution which is a pure phase if both sets of w and θ(23) are symmetric under

complex conjugation. We will assume that this is the case and will ignore this factor.

The rest of the lattice gives the second expression for the cubic vertex. We thus found

that

〈u,v,w〉 = 〈v ∪ z̃,u〉θ(1)〈w, z̃〉θ(3) . (4.3.23)
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The cubic vertex factorizes into the product of two scalar products of Bethe states.

What’s more, both scalar products can be evaluated by the Slavnov determinant formula

since |u〉 and 〈w| are on-shell. Now the structure constant reads

C
(0)
123 =

√
L1L2L3

〈v ∪ z̃,u〉θ(1)〈w, z̃〉θ(3)√
〈u|u〉θ(1)〈v|v〉θ(2)〈w|w〉θ(3)

. (4.3.24)

We need only compute five determinants and there is no sum over partitions of rapidities

anymore. The result can be computed with arbitrary value of inhomogeneities. Then we

can take the homogeneous limit, putting all the inhomogeneities to zero we obtain the

result for the structure constant. The determinant representation for the three-point

function is much simpler compared to the result from tailoring method. The formula

also facilitates the study of semi-classical limit and the one-loop structure constant.

4.4 Semi-classical limit

We obtained a compact expression (4.3.24) in the last section. In this section we study

the semi-classical limit of the structure constant. This same limit for the scalar product

was reviewed in section 4.4. The result (4.3.24) contains five scalar products of the type

studied in section 4.4 and it is straightforward to take the semi-classical limit of it.

Let us recall the form of structure constant in the determinant representation (4.3.24).

We neglect the trivial factor
√
L1L2L3 and take the semi-classical limit of the rest part.

The dependence on a(u) and d(u) from the numerator and the denominator cancel each

other and we replace the scalar product by the Slavnov determinant.

log Su,v∪z = iπN1 +

∮
Av

du

2π
Li2
(
eiGu+iGv+iGz−iGθ

)
−
∮
Au

du

2π
Li2
(
e−iGu+iGv+iGz

)
(4.4.25)

= iπN +

∮
Au∪v

du

2π
Li2
(
eiGu+iGv+iGz−iGθ

)
= iπN +

∮
Au∪v

du

2π
Li2

(
eiGu+iGv−iGθ(12)

)
where in the second line we have used the Bethe ansatz equation in the semi-classical

limit

2/Gu(u)−Gθ(u) = 0, u ∈ Cu. (4.4.26)
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Here 2/Gu(u) = Gu(u+ i0) +Gu(u− i0) is the principal part of the resolvent. The other

factor in the numerator reads

log Sw,z = iπN3 +

∮
du

2π
Li2

(
eiGw−iGθ(23)

)
. (4.4.27)

Let us introduce the three pseudo-momenta

pu = Gu −
1

2
Gθ(1) , pv = Gv −

1

2
Gθ(2) , pw = Gw −

1

2
Gθ(3) . (4.4.28)

The semi-classical limit of the structure constant reads

logC
(0)
123 '

∮
Au∪v

du

2π
Li2

(
ei(pu+pv+ 1

2
G

θ(3) )
)

+

∮
Aw

du

2π
Li2

(
ei(pw+ 1

2
G

θ(2)− 1
2
G

θ(1) )
)

(4.4.29)

− 1

2

∮
Au

du

2π
Li2
(
e2ipu

)
− 1

2

∮
Av

du

2π
Li2
(
e2ipv

)
− 1

2

∮
Aw

du

2π
Li2
(
e2ipw

)
.

The tree-level structure constant is obtained by sending all inhomogeneities to zero

logC
(0)
123 '

∮
Au∪v

du

2π
Li2

(
eipu+ipv+iL3/2u

)
+

∮
Aw

du

2π
Li2

(
eipw+i(L2−L1)/2u

)
(4.4.30)

− 1

2

∮
Au

du

2π
Li2
(
e2ipu

)
− 1

2

∮
Av

du

2π
Li2
(
e2ipv

)
− 1

2

∮
Aw

du

2π
Li2
(
e2ipw

)
.

In Chapter 7, we will see that the semi-classical limit of the same structure constant at

one-loop takes the same form as (4.4.29), but with the inhomogeneities fixed to some

specific value called the BDS values. We will perform the comparison with the strong

coupling computation then.



Chapter 5

Towards All Sectors

In the last chapter, we computed three-point functions of planar N = 4 SYM theory in

the su(2) sector at tree level. Our ultimate goal is to compute all OPE coefficients to

all orders. Therefore the natural next steps are investigating other sectors and higher

loops. In this chapter, we will discuss the results in su(3) sector at tree level.

The computation of three-point functions at tree level for other sectors are also of com-

binatorics nature, but usually more complicated than the simplest su(2) sector. The dif-

ficulties are due to several different reasons in different sectors. For the compact higher

rank sectors like su(3) sector, there are more possibilities for the choice of fundamental

fields for the three operators and we need to compute more kinds of three-point func-

tions. The operators are mapped to eigenvectors of higher rank spin chain Hamiltonian

which can be constructed by the nested Bethe ansatz. However, the nested Bethe ansatz

is more complicated than su(2) case and the computation of scalar product between

the Bethe states are also much harder. At present, there is no Slavnov determinant like

formula for the su(3) scalar products of on-shell/off-shell type in general. Only in some

very special cases which we will discuss below the result can be written as two factorized

su(2) Slavnov determinant. Apart from the su(2) and su(3) spin chains, little is known

about the scalar product of Bethe states for higher rank spin chains.

In the non-compact sectors like sl(2) sector and supersymmetric sectors like su(1|1)

sector, there is another complication. For these cases, the operators are no longer scalar

operators but carry non-zero Lorentz spins. As we discussed in Chapter 2, the conformal

symmetry fixes the form of the three-point functions of spinning operators up to a set

of conformally covariant building blocks called tensor structures. Therefore we need to

compute a set of structure constants, each one corresponds to one tensor structure.

At present, there is no systematic way to determine all the structure constants. The

57
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commonly used trick is to consider certain special configurations where there is only one

tensor structure [52, 53] or all the tensor structures coincide [108].

The structure of this chapter is as the follows. We will start by introducing the nested co-

ordinate and algebraic Bethe ansatz for the su(3) spin chain in section 5.1. In section 5.2,

we classify the su(3) three-point functions and give prescriptions for the tailoring method.

Section 5.3 is devoted to the special case where freezing method applies. In section 5.4

we take the semi-classical limit of the structure constant obtained in the determinant

representation.

5.1 The nested Bethe ansatz

In this section, we introduce the nested Bethe ansatz for the su(3) spin chain. Most

results discussed below can be generalized readily to the su(N) spin chain for N > 3.

We will discuss both the nested coordinate Bethe ansatz and the algebraic Bethe ansatz.

5.1.1 Nested coordinate Bethe ansatz

The Hamiltonian of the su(3) invariant Heisenberg spin chain takes the same form as

the su(2) case

Hsu(3) = 2g2
L∑
k=1

(Ik,k+1 − Pk,k+1) (5.1.1)

where I and P are identity and permutation operators, respectively. At each site, the

‘spin’ has three different polarizations and the Hilbert space is C3. We denote the three

polarization states by |1〉, |2〉 and |3〉. A generic state is a linear combination of the basis

states |s1, s2, · · · , sL〉 where sk = 1, 2, 3 (k = 1, · · · , L). We can view the state |1〉 as the

‘vacuum’ and the rest two polarizations as ‘excitations’. It proves to be useful to think

of the excitations in a nested fashion. For example, the state |1, 2, 2, 3, 2, 3, 1〉 can be

generated by two steps. First, on top of the vacuum state |1〉 one creates only the states

|2〉. Then on top of the excited states |2〉, one creates only the excitations |3〉

|1, 1, 1, 1, 1, 1, 1〉 → |1, 2, 2, 2, 2, 2, 1〉 → |1, 2, 2, 3, 2, 3, 1〉 (5.1.2)

Note that in this process, the excitations are generated level by level. The point of doing

so is that at each level, we have only the vacuum and one kind of excitation. This is

similar to the situation of su(2) case and we can recycle the Bethe ansatz technique

from the su(2) spin chain. Before going to the construction of the Bethe state for su(3)
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spin chain, we first discuss the coordinate Bethe ansatz for the inhomogeneous su(2)

spin chain. This is necessary because the ‘vacuum’ at each level is the ‘excitation’ of the

previous level and comes with the corresponding rapdities uk, which makes the vacuum

inhomogeneous. The inhomogeneities are the rapidities of the previous level. Therefore,

at each level except the first, we are in the same situation as the inhomogeneous su(2)

spin chain. We have already encountered this model in the framework of algebraic Bethe

ansatz. For the coordinate Bethe ansatz, the recipe to take into account the inhomo-

geneities is simply replacing the phase factor eipn by

eipkn ≡
(
uk + i/2

uk − i/2

)n
→

(
n−1∏
l=1

u− θl + i/2

u− θl − i/2

)
· 1

u− θn − i/2
. (5.1.3)

The wave function ψ(n1, · · · , nN ) corresponding to the ket state σ−n1
· · ·σ−nN |Ω〉 can be

constructed straightforwardly. The first few terms read

ψ(n1, · · · , nN |θ) =

(
n1∏
k=1

(u1 − θk + i/2)δk 6=n1

u1 − θk − i/2

)(
n2∏
k=1

(u2 − θk + i/2)δk 6=n1

u2 − θk − i/2

)
· · ·

×S(u2, u1)

(
n1∏
k=1

(u2 − θk + i/2)δk 6=n1

u2 − θk − i/2

)(
n2∏
k=1

(u1 − θk + i/2)δk 6=n1

u1 − θk − i/2

)
· · ·+ · · ·

The Bethe equations are the same as derived before from ABA

L∏
a=1

uk − θa + i/2

uk − θa − i/2
=
∏
j 6=k

uk − uj + i

uk − uj − i
, k = 1, · · · , N. (5.1.4)

With these preparations, we are now ready to construct the Bethe states for the su(3)

spin chain. The Bethe state is a linear combination of the basis states

|Ψ〉 =
∑

s1,··· ,sL

ψs1,··· ,sL |s1, · · · , sL〉, sk = 1, 2, 3. (5.1.5)

We need an algorithm to construct the coefficients ψs1,··· ,sL . From the nested point of

view, we regard |1〉 as the vacuum, |2〉 as the first level excitation and |3〉 as the second

level excitation. We can use two sets of integers to label the basis as

|{n1,1, · · · , n1,N}, {n2,1, · · · , n2,M}〉. (5.1.6)

The first set of integers {n1,1, · · · , n1,N} labels the positions of the first level excitations

on the original spin chain. The second set of integers {n2,1, · · · , n2,M} label the positions

of the second level excitations on the reduced spin chain formed by the first excitations.
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It is obvious that M ≤ N . Our example in (5.1.2) can be labeled by

|1, 2, 2, 3, 2, 3, 1〉 = |{2, 3, 4, 5, 6}, {3, 5}〉. (5.1.7)

We denote the first and second level excitations by u1 and u2 respectively. For a given

set of {n1,1, · · · , n1,N}, the set of rapidities can have different permutations, denoted by

σ. Each permutation gives rise to an reduced su(2) spin chain with the inhomogeneities

{u1,σ1 , · · · , u1,σN }. The wave function can be constructed level by level. For the first

level, by the recipe of the su(2) coordinate Bethe ansatz

ψ(n1; n2) =
∑
σ

S1(σ)
N∏
j=1

(
u1,σj + i/2

u1,σj − i/2

)n1,j

ψ2(n2|σ) (5.1.8)

where S1(σ) has the usual property

S1(1, · · · , N) = 1,
S1(· · · , j, k, · · · )
S1(· · · , k, j, · · · )

=
uj − uk + i

uj − uk − i
. (5.1.9)

Apart from the factor in red color the wave function (5.1.8) is exactly the coordinate

Bethe ansatz for the su(2) spin chain. The extra factor can again be constructed by the

coordinate Bethe ansatz of the inhomogeneous spin chain

ψ2(n2|σ) =
∑
π

S2(π)

M∏
j=1

n2,j∏
a=1

(u2,j − u1,a + i/2)
δ
a6=n(2)

j

u2,j − u1,a − i/2

 (5.1.10)

where π denotes the set of permutations of the second set of rapidities u2. Combining

(5.1.8) and (5.1.10) we have a well defined procedure to construct the wave function

ψ(n1; n2). Multiply this wave function with the corresponding ket state |n1,n2〉 and

sum over all possible sets of n1 and n2 we obtain the corresponding Bethe state with

M −N excitations of type |2〉 and M excitations of type |3〉

|Ψ〉 =
∑
n1

∑
n2

ψ(n1; n2)|n1,n2〉. (5.1.11)

The periodicity of the wave function leads to the Bethe equations. Now that we have

two sets of rapidities, we also have two sets of Bethe equations

(
u1,j + i/2

u1,j − i/2

)L
=

N∏
k 6=j

u1,j − u1,k + i

u1,j − u1,k − i

M∏
k=1

u1,j − u2,k − i/2
u1,j − u2,k + i/2

, (5.1.12)

N∏
k=1

u1,j − u2,k + i/2

u1,j − u2,k − i/2
=

M∏
k 6=j

u2,j − u2,k + i

u2,j − u2,k − i
.
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We recognize that the second set of Bethe equations are nothing but the Bethe equation

of the su(2) inhomogeneous chain. The corresponding eigenvalue of the Bethe state is

given by

E = 2g2
N∑
k=1

1

u2
1,k + 1/4

(5.1.13)

which involves only the rapidities u1. The procedure we described above can be gen-

eralized to the more general su(N) and su(M |N) spin chain. The only complication is

that there are more levels of nesting and different levels might contain different kind of

rank 1 spin chains for the su(M |N) case. For a useful introduction, we refer to [109].

From the explicit construction of the Bethe states, we see that the nested Bethe states

are considerably more complicated compared to the su(2) Bethe state. As a result, the

scalar products between the Bethe states are also much more involved.

5.1.2 Nested algebraic Bethe ansatz

In this subsection, we describe the construction of algebraic Bethe ansatz for the su(3)

spin chain. Again, the discussions below can be generalized to the su(N) and su(M |N)

case. The nested Bethe ansatz for the su(N) spin chain was developed in [110]. For

a more transparent explanation, we refer to [111] and [112]. The starting point of the

algebraic Bethe ansatz is the su(3) invariant R-matrix. It is an operator acting on the

tensor product of two spaces C3
a ⊗ C3

b given by

Rab(u) = Iab +
i

u
Pab (5.1.14)

where Iab and Pab are identity and permutation operators respectively. The permutation

operator can be written in terms of the basis matrices Eij as

Pab = Eija ⊗ Ejib , i, j = 1, 2, 3 (5.1.15)

where a sum over repeated indices is understood. The basis matrix Eij is the matrix

with the element at position (i, j) being 1 and the rest elements being zero, namely

(Eij)αβ = δiαδjβ. Using the properties of the permutation operator, one can check that

the R-matrix (5.1.14) satisfies the Yang-Baxter equation

Rab(u− v)Rac(u)Rbc(v) = Rbc(v)Rac(u)Rab(u− v) (5.1.16)
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The monodromy matrix is defined as

Ta(u) =
L∏
n=1

Ran(u− θn) (5.1.17)

where θ = {θ1, · · · , θL} are the inhomogeneities. The auxiliary space is chosen to be C3

and the corresponding monodromy matrix is 3× 3 given by

T (1)
a (u) =


t11(u) t12(u) t13(u)

t21(u) t22(u) t23(u)

t31(u) t32(u) t33(u)

 . (5.1.18)

The nested picture is still valid in ABA, in a slightly different way. The index ‘(1)’ on

the monodromy matrix indicates that it is the monodromy matrix of the first level. The

monodromy matrix satisfies the RTT relation

R
(1)
ab (u− v)T (1)

a (u)T
(1)
b (v) = T

(1)
b (v)T (1)

a (u)R
(1)
ab (u− v). (5.1.19)

In terms of elements, (5.1.19) leads to the quadratic algebra between the elements of

monodromy matrix.

The next step is to construct the Bethe states using the elements of the monodromy

matrix. We need to start with the pseudovacuum state |Ω〉. In the su(2) case, it is the

state which is annihilated by the C operator and is the eigenstate of the diagonal A and

D operators. These conditions are easily generalized to the su(3) and the pseudovacuum

state is defined as

tii(u)|Ω〉 = ai(u)|Ω〉, tij |Ω〉 = 0, i, j = 1, 2, 3 and i > j, (5.1.20)

which states that the pseudovacuum is the eigenstate of all diagonal elements and is

annihilated by all the lower triangular elements. For the su(3) spin chain, we can choose

the pseudovacuum to be the state |Ω〉 ≡ |1L〉, which means at every site we have state |1〉.
In order to make the nested structure manifest, we introduce the following decomposition

of the monodromy matrix

B(1)
a =

(
t12(u) t13(u)

)
, C(1)

a =

(
t21(u)

t31(u)

)
, (5.1.21)

A(1) = t11(u), D(1)
a =

(
t22(u) t23(u)

t32(u) t33(u)

)
.

Here the index ‘a’ is an abstract index indicating the auxiliary space and is not the

index that labels the elements. Later we shall see that the 2 × 2 matrix Da(u) can be
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regarded as the monodromy matrix of the reduced su(2) spin chain at the second level.

The second level R-matrix R(2)(u) is the R-matrix for the su(2) spin chain

R
(2)
ab (u) = I(2) +

i

u
P

(2)
ab =


f(u) 0 0 0

0 1 g(u) 0

0 g(u) 1 0

0 0 0 f(u)

 (5.1.22)

where

f(u) = 1 +
i

u
, g(u) =

i

u
. (5.1.23)

The operators B
(1)
a (u) are the creation operators of the first level. t12(u) and t13(u)

create excitations |2〉 and |3〉 from the vacuum state |1〉, respectively. The C
(1)
a are

the corresponding annihilation operators. The creation operator of the second level is

t23(u), which creates the second level excitation |3〉 from the second level vacuum |2〉.
The algebra between of the elements of the monodromy matrix can be given in terms of

the decomposed operators. We list some of the relevant relations below

B(1)
a (u)B

(1)
b (v) = Bb(v)(1)Ba(u)(1)R(2)

ab (u− v) (5.1.24)

A(1)(u)B(1)
a (v) = f(u− v)B(1)

a (v)A(1)(u)− g(u− v)B(1)
a (u)A(1)(v) (5.1.25)

D(1)
a (u)B

(1)
b (v) = f(u− v)B

(1)
b (v)D(1)

a (u)R(2)
ab (u− v)− g(u− v)B

(1)
b (u)D(1)

a (v)R(2)
ab .

(5.1.26)

R
(2)
ab (u− v)D(1)

a (u)D
(1)
b (v) = D

(1)
b (v)D(1)

a (u)R
(2)
ab (u− v) (5.1.27)

where R(2)
ab (u) = R

(2)
ab /f(u). From (5.1.27) it is obvious that Da(u) satisfies the RTT

relation of the su(2) spin chain, so it can be seen as the monodromy matrix of an su(2)

spin chain, which is the reduced spin chain in the nested CBA.

The transfer matrix is defined by

T (u) = tra T
(1)
a (u) = t11(u) + t22(u) + t33(u) = A(1)(u) + traD

(1)
a (u). (5.1.28)

The eigenstates of the transfer matrix can be constructed by acting the creation op-

erators on the pseudovacuum. In the su(3) case, we have two choices of the creation

operators. Let us denote B1(u) = t12(u) and B2(u) = t13(u). An eigenstate can be
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written as the following linear combination

|Ψ〉 =
∑

i1,··· ,iN

ψi1,··· ,iNBi1(u1) · · ·BiN (uN )|Ω〉, ik = 1, 2. (5.1.29)

The question is to determine the appropriate coefficients ψi1,··· ,iN . Recall that in the

su(2) spin chain, for a spin chain of length N , the Bethe state takes the following form

|Ψ〉su(2) =
∑

s1,··· ,sN

ψ
su(2)
s1,··· ,sN |s1, · · · , sN 〉 (5.1.30)

where the coefficient ψ
su(2)
s1,··· ,sN can be constructed by Bethe ansatz. The crucial idea

here is to identify the indices of the creation operators {i1, · · · , iN} with an su(2) spin

chain state |i1, · · · , iN 〉 and the coefficients ψi1,··· ,iN in (5.1.29) with the one ψ
su(2)
s1,··· ,sN in

(5.1.30). Let us denote the creation operator of the second level as B(2) = t23(u), we

have

B(2)(v1) · · ·B(2)(vM )| ↑N 〉 =
∑

i1,··· ,iN

ψi1,··· ,iN |i1, · · · , iN 〉, M ≤ N. (5.1.31)

In the nested Bethe ansatz, the ket state |i1, · · · , iN 〉 in fact corresponds to the choice of

first level creation operators. For example, the state |↑↓↑〉 corresponds to the first level

ket state B1(u1)B2(u2)B1(u3)|Ω〉. Multiplying the first level state with the corresponding

coefficient ψi1,··· ,iN and sum over all possible terms, we obtain the Bethe state. To sum

up, The su(3) off-shell Bethe state can be written as

|Ψ〉 = Bi1(u1) · · ·BiN (uN )|Ω〉 ⊗B(2)(v1) · · ·B(2)(vM )| ↑N 〉. (5.1.32)

In order to see how this formula works and its exact meaning, we give a simple example.

Consider the Bethe state

|Ψ〉 = Bi1(u1)Bi2(u2)|Ω〉 ⊗B(2)(v)| ↑↑〉 (5.1.33)

We first evaluate the second level, which gives

B(2)(v)|↑↑〉 = c1|↓↑〉+ c2|↑↓〉. (5.1.34)

where c1 and c2 can be determined easily. Each ket state specifies a choice of first level

creation operators and the weight for this term is given by the corresponding coefficient.
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By this rule the real meaning of (5.1.33) is that

|Ψ〉 =Bi1(u1)Bi2(u2)|Ω〉 ⊗B(2)(v)| ↑↑〉 (5.1.35)

= c1B2(u1)B1(u2)|Ω〉+ c2B1(u1)B2(u2)|Ω〉.

In order for Bethe states to be on-shell, the rapidities need to satisfy the Bethe ansatz

equations. In the framework of ABA, they can be worked out by using the commuta-

tion relations between the elements of monodromy matrix (5.1.24),(5.1.25),(5.1.26) and

requiring that the ‘unwanted terms’ vanish, as in the case of the su(2) algebraic Bethe

ansatz. The derivation can be found for example in [110] and [112]. We present the

equations following the convention of [112]

a1(u1,j)

a2(u1,j)
=

N∏
k 6=j

u1,j − u1,k + i

u1,j − u1,k − i

M∏
k=1

f(u2,k − u1,j), (5.1.36)

a2(u2,j)

a3(u2,j)
=

M∏
k 6=j

u2,j − u2,k + i

u2,j − u2,k − i

N∏
k=1

1

f(u2,j − u1,k)
.

where f(u) is defined in (5.1.23).

5.2 Three-Point functions in the su(3) sector

In this section, we consider three-point functions in the su(3) sector. We start by classify-

ing all possible configurations of three-point functions when at least one of the operators

is in the su(3) sector and with definite R-charges. Then we give the prescription for the

computation using tailoring method for all the configurations. The freezing method does

not work for the general three-point functions in su(3), but only for one configuration.

We will then focus on this case and compute the three-point function using freezing

method. In the special limit when the second set of rapidities go to infinity, the scalar

product of su(3) Bethe states can be written as product of determinants. Applying the

result in the su(2) case, it is straightforward to take the semi-classical limit.

5.2.1 Classification of su(3) three-point functions

In the su(2) sector, there is only one non-trivial configuration of three-point functions. In

the presence of one or more operators from an su(3) sector, the structure of the three-

point functions becomes richer and we need to classify the set of possible non-trivial

configurations of structure constants. An example of a set of planar contractions is given

in Fig.(5.2.1). The contractions 〈XX̄〉, 〈Y Ȳ 〉 and 〈ZZ̄〉 are represented respectively by
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solid lines, red wavy lines and dashed lines. Let us introduce some conventions. There are

1 2 3

Figure 5.2.1: Planar contractions contributing to the tree-level 3-point function. The
contractions 〈XX̄〉, 〈Y Ȳ 〉 and 〈ZZ̄〉 are represented respectively by black solid lines,

blue solid lines and dashedlines.

several possible choices of an su(3) sector, which correspond to a choice of three distinct

complex scalar fields X, Y , Z, X̄, Ȳ , Z̄, with pairs of mutually conjugated fields, like

Z and Z̄, excluded. When only two types of non-conjugate scalar fields are chosen,

the composite operator belongs to an su(2) sector. If O1, O2 and O3 belong to su(α),

su(β) and su(γ) sectors respectively, then the corresponding three-point function of type

{α, β, γ} (α, β, γ = 2, 3). By permutation invariance, the order of α, β, γ is irrelevant.

We represent the different classes of correlation functions schematically by specifying the

different types of Wick contractions between pairs of operators. For example, the corre-

lation functions corresponding to Fig.(5.2.1) belong to the class {2, 3, 3} in Fig.(5.2.2).

We call the operator at the bottom O1, the one at right O3 and the one at left O2.

Exchanging a scalar field and its complex conjugate in all the operators does not change

the value of the structure constant. This enables us to choose O1 such that it contains

only the scalar fields X,Y and Z. Since we are interested in the large Nc limit, only

planar contractions are retained. We start by classifying the type-{3, 3, 3} structure con-

stants. In this case, there are two non-trivial inequivalent configurations, as is shown in

Fig.(5.2.3). Deleting one line, that is, one type of Wick contractions, from each of these

two configurations, one obtains type-{2, 3, 3} structure constants. There are three such

configurations, as shown in Fig.(5.2.2) and Fig.(5.2.4). Deleting one line from the config-

urations in Fig.(5.2.4), one obtains a type-{2, 2, 3} or a type-{2, 2, 2} 3-point functions.

The latter is a pure su(2) three-point function of the type studied before. There is one

configuration of type-{2, 2, 3}, as in Fig.(5.2.5). To summarize, there are six non-trivial

types of three-point functions with at least one su(3) operator. We want to mention

here that the operators under consideration are all with definite R-charge and no global

rotation in the so(6) internal space is considered.
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Figure 5.2.2: Schematic represen-
tation of the type-{2, 3, 3} correla-

tion function from Fig. 5.2.1.

Figure 5.2.3: The two type-{3, 3, 3}
structure constants.

Figure 5.2.4: The remaining two type-{2, 3, 3}
structure constants.

Figure 5.2.5: The type-{2, 2, 3}
structure constant.

5.2.2 Tailoring the tree-level three-point function

The framework of tailoring method is general enough to be applied to all the cases

classified above. As in the su(2) case, we construct the structure constant in three steps.

1. We split the algebraic Bethe Ansatz representation of each spin chain into two: a

left sub-chain and a right sub-chain. 2. We flip each left sub-chain from an ket state to

an bra state. 3. We take the scalar products of the left sub-chain state of Oi with the

right sub-chain state of Oi+1 mod 3 (i = 1, 2, 3). Finally, we normalize the three external

states. In the first and second step, we will generate non-trivial factors which can be

worked out explicitly. We present the result in the following. We give our setup data in

the table below.

Operators Length Rapidities No. of Rapidities Partitions of Rapidities

O1 L1 u1,u2 # u1=N1, # u2=M1 u′1 ∪ u′′1 = u1, u′2 ∪ u′′2 = u2

O2 L2 v1,v2 # v1=N2, # v2=M2 v′1 ∪ v′′1 = v1, v′2 ∪ v′′2 = v2

O3 L3 w1,w2 # w1=N3, # w2=M3 w′1 ∪w′′1 = w1, w′2 ∪w′′2 = w2
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The lengths of the left subchains are

L13 =
1

2
(L1 + L3 − L2) , (5.2.37)

L12 =
1

2
(L1 + L2 − L3) ,

L23 =
1

2
(L2 + L3 − L1) .

The structure constant reads

C
(0)
123 =

√
L1L2L3

N1N2N3

∑
u′,v′,w′

Hu
F Hv

F Hw
F 〈u′′∗|v′〉 〈v′′∗|w′〉 〈w′′∗|u′〉 , (5.2.38)

where Ni are the square of norms of the Bethe states 1:

N1 = 〈u|u〉 , N2 = 〈v|v〉 , N3 = 〈w|w〉 . (5.2.39)

The HF factors are given by

Hu
F = S1(u′′1,u0) S1(u′′2,u1)S>2 (u1,u

′′
1)S>2 (u2,u

′′
2) (5.2.40)

Hv
F = S1(v′′1 ,v0) S1(v′′2 ,v1) S>2 (v1,v

′′
1) S>2 (v2,v

′′
2)

Hw
F = S1(w′′1 ,w0) S1(w′′2 ,w1) S>2 (w1,w

′′
1) S>2 (w2,w

′′
2) .

with u0 = {0L1+1}, v0 = {0L2+1} and w0 = {0L3+1}. In the previous formula we used

the following notations: we denote the scattering factors as

Sσ(ua,i, ub,j) =
ua,i − ub,j + i

2σ

ua,i − ub,j − i
2σ

, σ = 1, 2 , (5.2.41)

and, given a function F (x, y) and two sets of variables u, v, we define

F (u,v) ≡
∏

ui∈u, vj∈v
F (ui, vj), F>(u,v) ≡

∏
i>j

ui∈u, vj∈v

F (ui, vj) . (5.2.42)

The proportionality factor between ABA and CBA Bethe state: |u〉alg = cu |u〉cor is

given by

cu = iN+M
∏
a=1,2

∏
j<k

ua,j − ua,k + i

ua,j − ua,k
. (5.2.43)

While the formula (5.2.38) can be explicitly used for a small numbers of magnons, it is

not adapted for taking the classical limit where the number of magnons is large. The

1. In this section all scalar products and norms are understood in the Coordinate Bethe Ansatz
normalization.



Contents 69

main obstruction for taking the classical limit of (5.2.38) is that the scalar products

involved are between off-shell states, and there is no closed form expression such as a

determinant for this scalar product.

5.3 Determinant representation

In this sections, we restrict our attention to a particular situation where the three-point

function can be written in terms of a scalar products of an off-shell state and an on-shell

state. The configuration we shall focus on is the one in Fig.(5.2.2) and Fig.(5.2.1).

5.3.1 The su(3) cubic vertex in terms of scalar products

We consider that the three operators, O1,O2,O3, are described by three sets of rapidities

u = {u1,u2},v = {v1,v2} and w = {w1,w2} with cardinalities respectively N1 +

M1, N2 +M2 and N3 +M3. In the configuration we are considering, w2 = ∅, since O3 is

an su(2) operator. We have two types of contributions to the correlation function:

– the contribution of the 〈ZZ̄〉 contractions between the operators O2 and O3, through

the factor 〈z̃1,w1〉, with z̃1 = θ(13) − i/2 and z̃1 = N3,

– the remaining contractions, which can be recast as the inner product 〈v∪z̃,u〉 between

an on-shell vector of a spin chain with length L1 and rapidities u = {u1,u2} and an

off-shell state with the same length and rapidities (v = {v1,v2})∪(z̃ = {z̃1, z̃2}), with

z̃1 = θ(13) − i/2 and z̃2 = θ(13) − i.
Below we evaluate, using the freezing argument, the {2, 3, 3} type structure constant,

C
(0)
123 =

〈u,v,w1〉su(3)√
〈u,u〉su(3)〈v,v〉su(3)〈w1,w1〉

(5.3.44)

We will show that the corresponding cubic vertex is given by

〈u,v,w〉su(3) = 〈v ∪ z̃,u〉su(3)

θ(1) 〈w1, z̃1〉θ(3) (5.3.45)

where

z = {z̃1, z̃2} = {θ(13) − i/2,θ(13) − i}. (5.3.46)

Here 〈·, ·〉 denotes, as before, the su(2) inner product, and 〈·, ·〉su(3) denotes the su(3)

inner product.
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5.3.1.1 The su(3) Bethe states in terms of the 15-vertex-model

In order to generalize the freezing procedure to su(3), let us first show how to represent

the components of the su(3) Bethe vectors in terms of configurations of a 15-vertex

model shown in Fig.(5.3.6). The vertices are similar to those from Fig.(4.3.2), with the

difference that the indices carried by the lines can be now 1, 2 or 3. We represent them

graphically by thin, red and black lines, respectively. The weights are identical to those

from the 6-vertex model corresponding to the su(2) spin chain (4.3.20), depending on

whether the indices carried by the lines are equal or different. The Bethe vector |u〉 is

a b c

3

3 3

3

11

1

1

1

1

33 31

1

3
3

3

1

1

2

2 2

2

3
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2

2

3 2

3

2

1 2

1

1

2 1

2

2

2

3 3

3

3

22

22

1

1

3

3

11

2

2

1 1

} }

Figure 5.3.6: Graphical representation of the 15 non-zero elements
of the su(3) L -matrix, Eq. 3.2.27. The rapidities u and z = θ+ i/2
are associated with the horizontal and the vertical lines, respectively.

given by the expansion

|u〉 =

3∑
s1,...,sL=1

ψs1,...,sL(u) |s1, . . . , sL〉 (5.3.47)

where ψs1,...,sL(u) is a sum over all the possible 15-vertex configurations on a rectangular

lattice with L1 +N1 vertical lines and N1 +M1 horizontal lines, with the free spin indices

equal to s1, . . . , sL. An example for such a vertex configuration is given in Fig.(5.3.7).

The first L1 vertical lines carry rapidities θ
(1)
1 + i/2, . . . , θ

(1)
L1

+ i/2 and spin indices 1 on

the top, which correspond to the vacuum |Ω〉 = |1L〉 ≡ |11 . . . 1〉. The right N1 vertical

lines carry rapidities u1,1 + i . . . u1,N1 + i and have index 2 on the top. At the bottom,

the first L1 indices are free, and the last N1 ones are fixed to 1. The lower N1 horizontal

line correspond to the first-level magnons and carry rapidities u1,1, . . . , u1,N1 . The higher

M1 horizontal lines represent the second-level magnons with rapidities u2,1, . . . , u2,M1 .

Due to the particular spin and rapidity choices, the shaded regions are frozen to the

particular configuration shown in the Figure. This diagram is equivalent to (a special



Contents 71

case of 2) the one used by Reshetikhin in [113]. The structure constant factorizes as in} u1+i }θ(1)+i/2

u2+i/2

}

u1

}

Figure 5.3.7: A configuration contributing to the coefficient
ψ131231311111(u) of a SU(3) Bethe vector (5.3.47) with L = 12,

N = 4 and M = 3.

}}
}

}
}
}

}

}

}}}}

Figure 5.3.8: The inner product 〈ṽ,u〉 and the freezing to 〈v ∪ θ(13) − i/2,u〉.

the su(2) case. The two factors can be cast in the form of scalar products of an on-shell

and an off-shell Bethe states by applying the freezing procedure.

5.3.1.2 The su(3) freezing procedure

Consider the scalar product of two su(3) states of the first chain, 〈ṽ,u〉=〈{ṽ1, ṽ2}, {u1,u2}〉,
as represented in Fig.(5.3.8). Our purpose is to freeze the rightmost N3 indices to the

2. In [113], there are had two momentum-carrying nodes, while our spin chain has only one
momentum-carrying node.
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value 3, as imposed by the planarity of the contractions in the three point function.

This can be done by setting the last N3 rapidities of first level magnons at their freezing

values,

ṽ1,N2+1 = θ
(13)
1 − i/2, . . . , ṽ1,N1 = θ

(13)
N3
− i/2. (5.3.48)

This will insure that the corresponding frozen region contains only red and black lines

propagating from the top to the bottom of the diagram. The number of black or red

lines is not fixed by the freezing, only their sum is fixed. In order to force all the lines

in the frozen region to be black, we have to apply once again the freezing procedure to

the magnons of second level, by fixing

ṽ2,M2+1 = θ
(13)
1 − i, . . . ṽ2,M1 = θ

(13)
N3
− i. (5.3.49)

The remaining magnons are set to the corresponding values in the state |v〉,

ṽ1,1 = v1,1, . . . , ṽ2,M2 = v2,M2 . (5.3.50)

This gives us the first factor of the expression (5.3.45) for the cubic vertex. The second

factor, 〈z1,w1〉, is the same as in the su(2) case.

5.3.2 The su(3) structure constant in terms of A ± functionals

A generic Bethe state |u〉 in an su(3) sector is characterized by the rapidities u = {u1,u2}
and the inhomogeneity parameters θ associated with the momentum-carrying node (1),

where

u1 = {u1,j , . . . , u1,N}, u2 = {u2,1, . . . , u2,M} , θ = {θ1, . . . , θL}. (5.3.51)

The rapidities satisfy the nested Bethe wave functions for the su(3) R-matrix given by

(3.2.27):

L∏
l=1

u1,j − θl + 1
2 i

u1,j − θl − 1
2 i

= −
N∏
n=1

u1,j − u1,n + i

u1,j − u1,n − i

M∏
m=1

u1,j − u2,m − 1
2 i

u1,j − u2,m + 1
2 i

(5.3.52)

1 = −
M∏
m=1

u2,j − u2,m + i

u2,j − u2,m − i

N∏
n=1

u2,j − u1,n − 1
2 i

u2,j − u1,n + 1
2 i
.
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For given distribution of the roots u1 and u2, the pseudomomenta piu(z) are defined

modulo 2π by

eip
1
u =

Q++
u1

Qu1

Q−θ
Q+
θ

, eip
2
u =

Q−−u1

Qu1

Q+
u2

Q−u2

, eip
3
u =

Q−−−u2

Q−u2

(5.3.53)

see e.g. [114]. Here

Q±(u) = Q(u± i/2), Q±± = Q(u± i), Q[n](u) = Q(u+ in/2). (5.3.54)

In terms of the three pseudomomenta, the Bethe equations (3.1.19) read

eip
1
u(z)−ip2

u(z) = −1 if z ∈ u1;

eip
2
u(z)−ip3

u(z) = −1 if z − i/2 ∈ u2.
(5.3.55)

It is convenient to introduce the functions P 1
u(z) and P 1

u(z), associated with the two

nodes of the Dynkin graph of su(3), and related to the quasimomenta piu(z), i = 1, 2, 3,

by

P 1
u(z) = p1

u(z)− p2
u(z), P 2

u(z) = p2
u(z + i/2)− p3

u(z + i/2). (5.3.56)

In terms of these functions, which we will also call pseudomomenta, the Bethe equations

take the more standard form

eiP
a
u (z) = −1, if z ∈ ua (a = 1, 2). (5.3.57)

The functions P1 and P2 can be expressed in terms of the su(3) Cartan matrix

Mab =

(
2 −1

−1 2

)
(5.3.58)

as

eiP
a
u =

(
Q−θ
Q+
θ

)δa,1 ∏
b=1,2

Q
[Mab]
ub Q

[−Mab]
ub a = 1, 2. (5.3.59)

Let us stress that the values of the local conserved charges are determined only by

the level-1 roots u1. The duality transformations change the level-2 roots u2, but leave

invariant the level-1 roots u1, which carry the physical information [114].

The norm of an on-shell Bethe state The squared norm of an on-shell Bethe state

has been computed for the case of su(3) by Reshetikhin 3 [113] and is expressed as the

3. A conjecture for su(N) is proposed in [49].
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determinant of the matrix of the derivatives of the two quasi-momenta: 4

〈u,u〉 = cu det
[
∂ua,jP

b
u(ub,k)

]
, (5.3.60)

where the determinant is with respect to the double indices A = {a, j} and B = {b, k}.
The normalizationn factor cu is given by (5.2.43). The matrix of the derivatives of the

two quasimomenta is explicitly

∂ua,jP
b
u(ub,k) =tab(ua,j − ub,k) + tab(−ua,j + ub,k) + i δa,bδj,k

∂P au(z)

∂z

∣∣∣∣∣
z=ua,j

(5.3.61)

where

tab(u) =
1

u
− 1

u+ 1
2Mab

. (5.3.62)

Instead of taking the derivatives, we will compute the norm as the limit of the deter-

minant depending on two sets of rapidities, u and v, which has the limit (5.3.61) when

v→ u. We define the (N +M)× (N +M) square matrix Ωab(uj , vk), with

Ωab(u, v) = tab(u− v)− eiPau (v)tab(−u+ v). (5.3.63)

The expression for the norm, which we are going to evaluate in the classical limit, is

〈u,u〉 = cu lim
va,j→ua,j

det [Ωab(ua,j , vb,k)] . (5.3.64)

5.3.3 The inner product 〈u,v〉 in the limit u2 →∞

Unlike the su(2) case, the inner product of an on-shell Bethe state with an of-shell

Bethe state is not generically a determinant. Determinant representations exist in some

particular cases [112, 115]. We will use the determinant expression obtained by Wheeler

[112], when the rapidities of the second type of magnons of the Bethe eigenstate are sent

to infinity. We assume that M is odd; then one can send to infinity the u2 roots one by

one. As a result the second level Bethe equations become trivial and the first level Bethe

equations take the same form as for su(2). The inner product 〈u,v〉su(3)
θ factorizes into

4. Here it is assumed that the set of the Bethe roots is symmetric under complex conjugation.



Contents 75

two su(2) inner products [112]

lim
u2→∞

〈v,u〉su(3) = det
jk

(
(v2,j)

k−1 − (v2,j + i)k−1Q
−
v1

(v2,j)

Q+
v1(v2,j)

)
(5.3.65)

× det
ij

(
t(u1,j − v1,k)−Q−θ (v1,k)Q

+
θ (v1,k)

Q++
u1

(v1,k)

Q−−u1 (v1,k)
t(−u1,j + v1,k)

)
× 1

∆[v1]∆[v2]∆[u1]
×
∏
j,k

(u1,j − v1,k + i)

= 〈u1,v1〉su(2)
θ 〈∞,v2〉su(2)

v1 .

Using (3.4.114), we write (5.3.65) in the form

lim
u2→∞

〈v,u〉θ = A +
u1∪v1

[
Q−θ
Q+
θ

]
A +

v2

[
Q−v1

Q+
v1

]
. (5.3.66)

Combining (5.3.65) in (5.3.45), we get

〈u,v,w〉 = A +
w1

[Q−
θ(13)Q

+
θ(13) ] A

+
u1∪v1

[
Q−
θ(12)

Q+
θ(12)

] A +
v2

[Q−v1
Q+

v1
]. (5.3.67)

5.4 The semi-classical limit of the su(3) three-point func-

tion

5.4.0.1 The semi-classical limit

The semi-classical limit for su(3) Bethe states is defined similarly as for the su(2) Bethe

states. It is attained for long spin chains (L� 1) with macroscopically many excitations

N,M ∼ L, and in the low energy regime (E ∼ 1/L) [17, 20, 116]. In the semi-classical

limit the roots are organized in several macroscopic strings, which condense into cuts

in the complex rapidity plane. The three quasimomenta p1, p2, p3 become the three

branches of the same meromorphic function. The three sheets of the corresponding

Riemann surface are joined among themselves along the cuts defined by the long Bethe

strings. In the semi-classical limit, the Bethe state is characterised by the resolvents

Gu1(z) = ∂z logQu(z), Gu2(z) = ∂z logQu2(z), (5.4.68)

as well as the resolvent for the inhomogeneities

Gθ(u) = ∂u logQθ(u). (5.4.69)
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The two resolvents, Gu1 and Gu2 , can be expressed in terms of the three quasimomenta

p1
u, p

2
u and p3

u, which become the three branches of a single meromorphic function on the

tri-foliated Riemann surface,

p1
u =Gu1 −Gθ (mod 2π), (5.4.70)

p2
u =Gu2 −Gθ1 (mod 2π), (5.4.71)

p3
u = −Gu2 (mod 2π). (5.4.72)

or

P 1
u = 2Gu1 −Gu2 −Gθ (mod 2π), (5.4.73)

P 2
u = 2Gu2 −Gu1 (mod 2π). (5.4.74)

Let Cαij be the cuts joining the i-th and the j-th sheets. Then the Bethe equations (5.3.55)

become boundary conditions on these cuts, depending on the mode numbers nαij :

2πnα12 = /p1
− /p2

, z ∈ Cα12 (5.4.75)

2πnα23 = /p2
− /p3

, z ∈ Cα23 (5.4.76)

where /p denotes the half-sum of the values of the function p on both sides of the cut.

5.4.0.2 Stacks

In addition, there is the possibility of configurations called stacks (bound states of ra-

pidities associated with different nodes [117]), which represent pairs of roots belonging

to the nodes 1 and 2 and at distance O(1) from each other [19, 20, 114]. We can have

macroscopic strings of stacks, which in the classical limit become two cuts that merge

into one cut. Since the roots that form the string of stacks belong to two different nodes,

they correspond to a cut type 1-2 and a cut type 2-3, where we understand that the

cut of type i-j joins the i-th and the j-th sheets of the Riemann surface. The result of

merging of the two cuts is a cut of the type 1-3. Therefore, in order to have a description

of the generic Bethe state in the semi-classical limit, we must assume also the existence

of cuts of type 1-3. The boundary condition on these cuts is obtained by taking the limit

of (5.4.75) and has the form

2πnα13 = /p1
− /p3

, z ∈ Cα13 (5.4.77)

The bosonic duality transformations [114] in the classical limit corresponds simply to

the exchange of the Riemann sheets 2 and 3.
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5.4.0.3 The semi-classical norm

The determinant (5.3.64) can be computed in the classical limit under the assumption

that there are only 1-2 and 2-3 type cuts, which are separated at macroscopic distance

∼ L. With this assumption, the off diagonal elements of Ω(u, v) ∼ (u−v)−2 ∼ 1/L2, and

the only matrix elements of order one are those in a strip of width ∼ 1/
√
L along the

diagonal. As a consequence, the non-diagonal blocks do not contribute in the classical

limit and the determinant is simply the product of the determinants of the diagonal

blocks,

〈u,u〉su(3) ' det [Ω11(u1,j , u1,k)] det [Ω22(u2,j , u2,k)] (5.4.78)

= 〈u1,u1〉su(2) 〈u2,u2〉su(2).

Let us evaluate the norm assuming that there there are no cuts relating the first and

the third sheet of the Riemann surface. We can use the expression for the classical limit

of the norm in the su(2) sector:

〈u,v〉θ = log A +
u∪v[

Q−θ
Q+
θ

] (5.4.79)

=

∮
Cu∪Cv

dz

2π
Li2[f(z) eiGu(z)+iGv(z)−iGθ(z)] +O(logL),

with

Gu(z) = ∂z logQu(z), Gθ(z) = ∂z logQθ(z). (5.4.80)

The norm of the classical Bethe state is then 5

log〈u|u〉 =

∮
Cu1

dz

2π
Li2

(
e2iGu1 (z)−iGu2 (z)−iGθ(z)

)
+

∮
Cu2

dz

2π
Li2

(
e2iGu2 (z)−iGu1 (z)

)
.

(5.4.82)

5. It is likely that in the most general case, when some of the roots can form bound states (“stacks”),
this logarithm of the norm is given by

log〈u|u〉 =
∑
α<β

∮
Cαβ

dz

2π
Li2
(
eip

α
u (z)−ipβu(z)

)
(5.4.81)

where Cij (i, j = 1, 2, 3) denote the contour (or contours) surrounding the cuts between the i-th and the
j-th sheets.
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5.4.1 Semi-classical limit of the structure constant

Substituting (5.4.79) in (5.3.67) we find for the structure constant in the classical limit

logC
(0)
123 =

∮
Cu1∪v1

dz

2π
Li2

(
eiGu1 (z)+iGv1 (z)−iG(12)

θ (z)
)

(5.4.83)

+

∮
Cv2

dz

2π
Li2

(
eiGv2 (z)−iGv1 (z)

)
+

∮
Cw1

dz

2π
Li2

(
eiGw1 (z)−iG

θ(13) (z)
)

− 1

2
log〈u|u〉 − 1

2
log〈v|v〉 − 1

2
log〈w|w〉. (5.4.84)

The last line is evaluated in the classical limit according to (5.4.82).



Chapter 6

Long-range Interacting Spin

Chain

In this chapter and Chapter 7, we consider three-point functions at higher loops in

perturbation theory. The main discussions are at one loop but some results can be

generalized to higher loops. There are two new features at higher loops. Firstly, the

dilatation operator is mapped to a long-range interacting spin chain instead of the nearest

neighboring Heisenberg spin chain. One has to construct the eigenstates of the long range

spin chain and compute their scalar products. Secondly, we need to take into account

quantum corrections, which, at one-loop level, manifest themselves as operator insertions

at the splitting points. These insertions have to be computed by Feynman diagrams for

the moment and is only known for some sectors at one-loop. Even the loop insertions

are known, it is non-trivial to take them into account in the spin chain language and

obtain manageable results for three-point functions.

The current chapter is devoted to long-range interacting spin chain. In the su(2) sector,

the dilatation operator up to three-loop (before the dressing phase needs to be taken

into account) is described by the so-called BDS spin chain [21]. This spin chain is long-

range interacting and is integrable in a perturbative sense, the meaning of which will be

made more precise in section 2. Although some special types of long-range interacting

spin chains such as the Haldane-Shastry chain and Inozemtsev chain have been studied

in the context of condensed matter physics, the BDS spin chain is of novel type and

new methods are needed to construct its eigenstates. This problem is solved by the

important observation [118, 119] that the BDS spin chain has the same spectrum as an

inhomogeneous XXX1/2 spin chain with the inhomogeneities fixed to a set of specific

values. This implies the two models are related by an unitary transformation. Once this

unitary transformation is worked out, we can construct the eigenstates of BDS spin

79
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chain by first constructing the eigenstates of the inhomogeneous XXX1/2 spin chain and

then apply the unitary transformation. We will present the explicit form of this unitary

transformation and describe in detail how to construct the eigenstates of BDS spin chain.

This chapter is structured as the follows. In section 1, we will discuss the inhomogeneous

XXX1/2 spin with an emphasis on its conserved charges. In section 2, we introduce the

long-range interacting spin chain, in particular, the BDS spin chain. In section 3, we

work out the unitary transformation and relate the two models.

6.1 Inhomogeneous XXX1/2 Spin Chain

We have encountered the inhomogeneous XXX1/2 spin chain several times before. In

this section, our focus will be on the conserve charges and its relation to the long range

interacting spin chain. To this end, we choose a slightly different normalization

Rab(u) =
u

u+ i
Iab +

i

u+ i
Pab. (6.1.1)

The corresponding monodromy matrix is defined by

Ta(u;θ) =

L∏
k=1

Rak(u− θk −
i

2
), (6.1.2)

The normalization does not change the RTT relation. The only difference is that the

eigenvalues of the A and D operator on the pseudovacuum, which reads

a(u) = 1, d(u) =

L∏
l=1

(
u− θl − i

2

)(
u− θl + i

2

) . (6.1.3)

The on-shell states are eigenstates of the transfer matrix T (u) with the eigenvalue now

given by

tu(u) =
Qu(u− i)
Qu(u)

+
d(u)

a(u)

Qu(u+ i)

Qu(u)
. (6.1.4)

6.1.1 Conserved charges

We define the r-th integrals of motion or conserved charges of the inhomogeneous spin

chain conventionally as the logarithmic derivatives of the transfer matrix T (u) around
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the point u = i/2:

Qθ
r =

1

i(r − 1)!

dr−1

dur−1
ln T (u)

∣∣∣∣
u=i/2

. (6.1.5)

Any combination of the above integrals of motion is an integral of motion. The definition

given above is convenient if the values of the inhomogeneities are small, θk ∼ g, where

g is a perturbation parameter and will be identified with g =
√
λ

4π .

Homogenous chains For the homogeneous case (i.e. θk = 0), the first conserved

quantity is the shift operator:

U0 ≡ T0(
i

2
) = Tr a

L∏
k=1

Pak = PL−1,LPL−2,L−1 . . .P12 . (6.1.6)

The homogeneous shift U0 translates the chain by one lattice spacing, that is we have

U0Pk,k+1U−1
0 = Pk−1,k. (6.1.7)

Periodicity of the chain means that UL
0 = 1. The first few homogeneous Hamiltonians

take the form

QSR
2 =

L∑
k=1

Hk, (6.1.8)

QSR
3 =

i

2

L∑
k=1

[H]k−1,

QSR
4 =

1

3

L∑
k=1

(
[[H]]k−1 + [H]k Hk−1 − [H]k−1 −Hk

)
,

where “SR” denotes “short-range” and we have introduced the compact recursive nota-

tion

Hk = Ik,k+1 − Pk,k+1, [H]k = [Hk,Hk+1], [[H]]k = [[H]k,Hk+2]. (6.1.9)

For completeness we note that in terms of the R-matrix the nearest-neighbor Hamilto-

nian is given by

Hk = −iR−1
k,k+1(u)

dRk,k+1(u)

du

∣∣∣∣
u=0

, (6.1.10)

and the homogeneous transfer matrix can be expressed in the convenient form

T0(u+
i

2
) = U0 exp

[
i
L∑
r=2

ur−1QSR
r

]
. (6.1.11)
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Inhomogenous chains In the inhomogeneous case the conserved quantities do not

take the simple form (6.1.8). It is useful for later purposes to write them as an expansion

in the value of the inhomogeneities. The momentum is no longer a conserved quantity,

since the inhomogeneous chain is not translationally invariant. However, the periodicity

condition UL
0 = 1 still holds. The conserved quantity which replaces the shift U0 is the

operator

Uθ = Tr a

L∏
k=1

Rak(−θk) , (6.1.12)

whose expansion in θ exponentiates to 1

Uθ = U0 exp
[
− i
∑
k

θkHk −
1

2

∑
k

θk−1θk[H]k−1 +O(θ2)
]
. (6.1.13)

Note that for θk = −u the inhomogeneous shift Uθ gives back the homogeneous transfer

matrix T0(u+ i/2) (6.1.11). The expansion of the inhomogeneous Hamiltonian takes the

form

Qθ
2 =

L∑
k=1

[
Hk − iθk[H]k−1 + θ2

k

(
Hk[H]k−1 − [H]k−1 −Hk

)
+ θkθk+1[[H]]k−1

]
+O(θ3).

(6.1.14)

The M -magnon eigenvalues Er of the conserved quantities Qr are the sum over one-

magnon eigenvalues

Eθr =
M∑
j=1

qr(uj) +O(θL), (6.1.15)

where qr(u) takes the standard form of the XXX one-magnon eigenvalues

qr(u) =
i

r − 1

(
1

(u+ i
2)r−1

− 1

(u− i
2)r−1

)
. (6.1.16)

Here u1, . . . , uM are solutions of the BAEs and depend on the values of the inhomo-

geneities θk.

6.1.2 Corner Transfer Matrix

An interesting quantity with regard to the construction of integrals of motion is Baxter’s

corner transfer matrix (CTM) [120]. After a brief review of some aspects of the CTM

1. We assume periodic boundary conditions, k + L ≡ k.
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for homogeneous spin chains, we define an inhomogeneous CTM that will be useful in

the subsequent sections.

Homogeneous chains. Let us briefly review the definition of a homogeneous CTM

and its relation to the so-called nearest-neighbor boost operator [120–122]. In the fol-

lowing we will assume to work on infinite chains (L → ∞) or in the bulk of a periodic

chain. 2 First we introduce a half-row matrix GA ranging from site A(< L) to site L:

GA(u) = R̂L−1,L(u)R̂L−2,L−1(u) . . . R̂A+1,A+2(u)R̂A,A+1(u). (6.1.17)

Here we have defined the symbol R̂(u) as the R-matrix times the permutation operator: 3

R̂k,k+1(u) = Pk,k+1Rk,k+1(u). (6.1.18)

Then we define the CTM as a stack of half-row matrices of different lengths according

to Fig.(6.1.1)

A(u) = G1(u) . . .GL−2(u)GL−1(u). (6.1.19)

Note that the triangular definition of the CTM originates in the context of vertex models.

In fact, this matrix can be defined for every quadrant of a square lattice of R-matrices

(vertices). In the bulk the half-row matrix GA has (up to the shift) the same structure as

the parity inverted row-to-row transfer matrix T −1(−u+ i
2) and consequently a similar

expansion 4

GA(u) = 1 + iu
L∑

k=A

Hk +O(u2). (6.1.20)

This form makes it clear that the CTM expands as

A(u) = 1 + iuB[QSR
2 ] +O(u)2, (6.1.21)

where B[QSR
2 ] denotes the so-called boost operator of the nearest-neighbor Hamiltonian

QSR
2 =

∑
k Hk. For a generic local operator L with local density Lk, the boost is defined

as

B[L] =
∑
k

kLk. (6.1.22)

It is well-known that the boost of the nearest-neighbor Hamiltonian allows to obtain

higher integrable Hamiltonians of a short-range spin chain model based on a rational

2. Note that typically some spins on the edge of the CTM are fixed.
3. Usually the CTM is defined in terms of ordinary R-matrices or vertex weights and the ingoing site

k is identified with the outgoing site k+1 when mapping the vertex model to a spin chain. Here it seems
convenient to circumvent the vertex model interpretation to avoid confusion.

4. Note that R−1(u) = R(−u).
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1 2 3 4 5

Figure 6.1.1: Corner transfer matrix (CTM) acting on a spin chain. We assume an
infinite lattice on the right hand side. The small discs denote R̂-matrices defined in

(6.1.18).

(or trigonometric) R-matrix [123]:

QSR
r+1 = − i

r
[B[QSR

2 ],QSR
r ]. (6.1.23)

In fact, on infinite chains the homogeneous CTM can be expressed as the exponential

of the nearest-neighbor boost operator as shown in [120, 121] for the XYZ model:

A(u) = exp
(
iuB[QSR

2 ]
)
. (6.1.24)

Since the row-to-row transfer matrix T (u) is the generating function of the local integrals

of motion, (6.1.23) is equivalent to the differential equation [121, 124]

d

du
T (u+

i

2
) = i[B[QSR

2 ], T (u+
i

2
)], T (

i

2
) = U0, (6.1.25)

where we have fixed the initial value of the transfer matrix to be the homogeneous shift

operator. This implies that a finite boost transformation corresponds to a shift of the

rapidity parameter of the row-to-row transfer matrix:

A−1(u)T (v)A(u) = T (u+ v). (6.1.26)

In particular, one can understand the row-to-row transfer matrix as being generated by

the CTM through a transformation of the shift operator U0 = T (i/2):

T (u+
i

2
) = A−1(u)U0A(u). (6.1.27)

Inhomogeneous chains. Now we would like to extend the above considerations to in-

homogeneous spin chains. We define the inhomogeneous CTM as a stack of homogeneous
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half-row matrices with different rapidity shifts: 5

Aθ(u) = G1(u− θ1)G2(u− θ2) . . .GL(u− θL). (6.1.28)

Expanding this inhomogeneous CTM evaluated at u = 0 in terms of the inhomogeneities

θ we find

Aθ(0) = exp
[
i
∑
k

νkHk −
1

2

∑
k

ρ̂k[H]k−1 +O(θ3)
]
. (6.1.29)

where the coefficients νk and ρ̂k are given by

νk = −
k∑
x=1

θx, ρ̂k = −θkνk −
k∑
x=1

θ2
x. (6.1.30)

In analogy to (6.1.27) we may interpret the inhomogeneous shift operator as being

generated by the operator Aθ on infinite chains:

Uθ = A−1
θ (0) U0Aθ(0). (6.1.31)

While we have no proof for this transformation property in general, we have verified it

up to order g2. Similarly one can check that the inhomogeneous bulk Hamiltonian is

generated according to Qθ
2 = A−1

θ (0)QSR
2 Aθ(0), at least up to order g2. In section 6.3 we

will rediscover the inhomogeneous CTM in the context of a map between inhomogeneous

and long-range spin chains.

6.2 Long-range interacting spin chain

Long-range interaction for a spin chain means the interactions are not restricted to the

nearest neighboring, but can involve more sites or spins far away. It is a general feature

of N = 4 SYM that at higher loops, the spin chain Hamiltonian which corresponds to

the dilatation operators will become long-range interacting [10]. The interacting range

grows with the order of perturbation.

Several different methods were employed to describe and solve long-range spin chains,

at least partially. Historically, one of the first methods to completely solve a long-range

system is based on so-called Dunkl operators [126], and it was used successfully for the

Haldane-Shastry model, and for some aspects of the infinite length Inozemtsev model

[127, 128]. The drawback of this method is that an explicit representation of the Dunkl

operators is known only for a restricted class of models. Another restriction is that, with

5. In [125] it was speculated on the connection of the long-range deformations discussed in the sub-
sequent sections to an inhomogeneous version of the CTM. We have not found any discussion of the
inhomogeneous CTM defined in 6.1.28 in the literature.
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the exception of the Haldane-Shastry model, the Dunkl operators cannot be rendered

periodic on a finite lattice. The price to pay for rendering the lattice finite is to introduce

a defect [129]. The advantage is that explicit exact expressions for the monodromy matrix

can be obtained, and the scalar products are relatively straightforward to compute [128].

Another method to deform the XXX1/2 spin chain uses so-called boost and bilocal

charges and was proposed in [118, 130]. This method works again fairly well for long

spin chains, but does not include wrapping interactions.

As alluded before here we use yet another method, which is to map the inhomogeneous

XXX model to a long-range model. The authors of [21] noticed that the BAE of the

long-range spin chain they have proposed, can be obtained from those of an inhomo-

geneous spin chain by a judicious choice the inhomogeneities. This equivalence ceases

to hold when wrapping interactions, i.e. interactions of range equal or greater than the

length of the spin chain, are taken into account. However, the Hamiltonian of the inho-

mogeneous spin chain is not a homogeneous long-range spin chain, because it depends on

inhomogeneities, which are site-dependent. The observation of BDS was taken further

in [130], where it was noticed that if the two spin chains have the same spectrum, they

should be related by a unitary transformation, which was computed up to two-impurity

order (or two-loop order in N = 4 SYM terms). This unitary operator was not explic-

itly used before to construct the eigenfunctions of the long-range spin chain. Instead,

the wave functions of long-range spin chains were constructed via another relation to

inhomogeneous spin chains [131, 132] or by the relation to Dunkl operators [128, 129].

6.2.1 The BDS spin chain

By deforming the homogeneous short-range XXX model, one can obtain long-range

spin chain models. One possibility is to define these models exactly, for any value of

the deformation parameter and for any length of the chain. This is the case for the

Inozemtsev model [133] whose Hamiltonian takes the form

HI =

L∏
k=1
k 6=l

PL,iπ/κ(k − l) Pkl. (6.2.32)

Here PL,iπ/κ is the Weierstrass function with periods L and iπ/κ. At κ→∞ this model

gives back the short-range Heisenberg model. Another limiting case of this model is the

κ → 0 limit, which yields the Haldane-Shastry model [134, 135], and which was widely

studied in connection with exclusion statistics. Another possibility to define long-range

deformations is to define the model through a series expansion in the deformation pa-

rameter. This was done for example for the dilatation operator of N = 4 SYM theory
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[14], which corresponds to an (asymptotically) integrable spin chain Hamiltonian. In-

tegrability can then be defined perturbatively; for example if the deformed conserved

charges are given by an expansion in the deformation parameter g of the form 6

Qr(g) =
∑
k≥0

Q[k]
r g

2k, (6.2.33)

then the terms in the expansion can be computed order by order and to test integrability

to order `, one checks that

[Qr(g),Qs(g)] = O(g2(`+1)) . (6.2.34)

We then say that the model is integrable up to `-loop order. An important example of a

long-range spin chain that we will use in this work is the BDS chain [21]. It was defined

in the perturbative sense as a long-range spin chain whose first three orders coincide

with the dilatation operator of N = 4 supersymmetric Yang–Mills theory in the su(2)

sector:

D(g) = L+ 2
∑
k≥1

g2kD[k−1] . (6.2.35)

The first three non-trivial orders of the dilatation operator were computed by Beisert,

Kristjansen and Staudacher [14] and they are given by

D[0] =
L∑
k=1

(1− Pk,k+1) , (6.2.36)

D[1] =

L∑
k=1

(4Pk,k+1 − Pk,k+2 − 3) ,

D[2] =
L∑
k=1

(−14Pk,k+1 + 4Pk,k+2 + 10− Pk,k+3Pk+1,k+2 + Pk,k+2Pk+1,k+3) .

In the initial BDS paper [21], the model was defined beyond three-loop order by the

BAE: (
x(uj + i

2)

x(uj − i
2)

)L
=

M∏
k=1
k 6=j

uj − uk + i

uj − uk − i
, eip =

x(u+ i
2)

x(u− i
2)
, (6.2.37)

6. Here we suppose that only even powers of g appear in the small g expansion, as it is the case for
the N = 4 SYM dilatation operator in the su(2) sector.
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with the rapidity map x(u) and its inverse given by the Zhukovsky relation

x(u) =
u

2

(
1 +

√
1− 4g2

u2

)
, u(x) = x+

g2

x
. (6.2.38)

In [136] it was shown that the Hamiltonian (6.2.35) and the Bethe ansatz (6.2.37) can be

obtained by reducing the one-dimensional half-filled Hubbard model to the spin sector. In

principle, the higher order terms in (6.2.35) can be computed from perturbation theory

of the Hubbard model, and at increasing perturbative order they involve interactions

connecting more and more spins. The difference between the Hubbard model prediction

and the Bethe ansatz equations appears at order g2L when wrapping interactions start

to contribute.

Notably, the above Bethe equations for the BDS model equal the inhomogeneous Bethe

equations up to wrapping, if the inhomogeneities are fixed to [21] 7

θBDS
k = 2g sin

2πk

L
. (6.2.39)

In consequence, the spectra of the two models are the same up to wrapping order and

their Hamiltonians can be related by a similarity transformation [119]. In the subsequent

sections we will pursue the investigation of this relation between the two spin chain

models.

6.2.2 Boost Operators

In this section we review a general method for the construction of long-range spin chains

using a deformation equation that preserves integrability [118, 130]. We then discuss the

BDS spin chain in this context.

The starting point for these long-range deformations is a given short-range system with

mutually commuting Hamiltonians QSR
r , r = 2, 3, . . . , (e.g. generated through (6.1.23))

that act locally and homogeneously on a spin chain. The long-range charges Qr(g) are

then defined by the deformation equation

d

dg
Qr(g) = i[X(g),Qr(g)], Qr(0) ≡ Q[0]

r = QSR
r , (6.2.40)

7. For odd values of the length L one should add a twist to the inhomogeneities that we neglect here
for simplicity [136].
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This deformation equation is algebra-preserving. Let us for the moment consider a non-

trivial algebra between the operator Qr(g)

[Qr(g),Qs(g)] = frst Qt(g). (6.2.41)

By Jacobi identity we have

d

dg
[Qr(g),Qs(g)] = i[X(g), [Qr(g),Qs(g)]] (6.2.42)

Substituting (6.2.41) into (6.2.42), we find that

d

dg
frst = 0, (6.2.43)

which means the structure constant and hence the algebra is preserved at any point of

the moduli space. In particular, for conserved charges frst = 0. Therefore Qr(g) commute

with each other at any value of g.

The differential equation (6.2.40) can be solved perturbatively. First we integrate the

equation

Qr(g) = Qr(0) +

∫ g

0
dg′ i[X(g′),Q(g′)]. (6.2.44)

Expand both Q(g) and X(g) perturbatively in g

Qr(g) = Q(0)
r + g2 Q(1)

r + g4 Q(2)
r + g6 Q(3)

r + · · · (6.2.45)

X(g) = X(0) + g2 X(1) + g4 X(2) + g6 X(3) + · · ·

Matching the powers of g on both sides,

Q(1)
r = i[X(0),Q(0)], (6.2.46)

Q(2)
r =

i

2
[X(1),Q(0)

r ] +
i

2
[X(1),Q(0)

r ],

Q(3)
r = · · ·

This shows that the higher orders of charges are determined by lower order charges in

an iterative way. The equation defines an integrable system recursively.

The generators of long-range deformations X(g) are constrained by the requirement

that the Qr(g) are local and homogeneous operators. In [118, 130] two main classes of
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generators X were identified and their physical interpretation was studied: 8

Boost charges: X = B[Qr] = [I|Qr] (rapidity map) (6.2.47)

Bilocal charges: X = [Qr|Qs] (dressing phase) (6.2.48)

Here the bilocal composition of two local operators L1 and L2 is defined as

[L1|L2] =
∑
k<`

L1,k L2,`. (6.2.49)

Furthermore one may deform the charges by local operators X = L which amounts to a

similarity transformation. Deformations with local conserved charges X = Qr are trivial.

The basis of local charges can be transformed without spoiling integrability. Typically

the initial basis of short-range Hamiltonians is chosen in such a way that the charge

Qr(0) acts on at most r neighboring spin chain sites at the same time.

Let us note that the boost operator (6.1.22) transforms under translations as

U0 B[L] U−1
0 = B[L] + L, (6.2.50)

and is therefore not well-defined globally, since it is not compatible with the periodic-

ity condition UL
0 = 1. However, if L is a conserved charge, the above boost recursions

(6.1.23),(6.2.40) are well-defined locally, since the defining relations yield a local homo-

geneous operator. The fact that the boost is not well-defined globally insures that the

deformation (6.2.40) is not just a similarity transformation and that the spectrum of

the deformed model is different from the spectrum of the undeformed model. Similar

arguments apply to deformations with bilocal charges.

The BDS spin chain introduced in the previous sections is obtained from a specific

combination of the above boost deformations and basis transformations. Therefore we

will here focus on boost deformations (6.2.47) of the XXX chain and leave the study of

bilocal deformations in this context for future work. In order to obtain the full integrable

model describing the asymptotic su(2) sector of N = 4 SYM theory (including the

dressing phase contributions), also the bilocal charges (6.2.48) have to be switched on.

The BDS and the full N = 4 SYM theory chain in the su(2) sector correspond to a

specific choice of parameters in the large class of different long-range models that can

be generated by the above method.

It is important to note that generically the interaction range of the solutions Qr(g) to

(6.2.40) increases with each order of the coupling parameter g. This implies that for a

8. Note that more types of generators can be specified depending on the deformed short-range model
(see for instance the discussions of open boundary conditions [137] or the XXZ model [138]).
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given spin chain, the range of the charge Qr(g) exceeds the length of the chain from a

given perturbative order in g. It is not known how to define the action of the charges

beyond this so-called wrapping order. Hence, the validity of the considered long-range

model is limited to the asymptotic regime of long states.

Generic boost deformations induced by the deformation equation 9

d

dg
Qr(g) = i

∞∑
k=3

τk [B[Qk(g)],Qr(g)], (6.2.51)

result in models that are diagonalized by the asymptotic BAE(
f(u+ i

2)

f(u− i
2)

)L
=

M∏
i=1
i 6=k

uj − uk + i

uj − uk − i
, eip =

f(u+ i
2)

f(u− i
2)
. (6.2.52)

Here the rapidity map f(u) is related to τk by

df(u)

dg
= −

∞∑
k=3

τk
(k − 1)

1

fk−2
. (6.2.53)

When expressed as functions of the rapidity u, the charge eigenvalues for the pure boost

deformations take the ordinary short-range form (6.1.16) and the deformation enters

only via the Bethe equations. Note that the equation (6.2.51) for the charges Qr(g) is

non-linear. Let us now compare the Bethe Ansatz equations for the deformed spin chain

(6.2.52) with those for the inhomogeneous spin chain. We notice that they look similar,

up to terms of order θL at least, if we write

d ln f(u)

du
=

1

L

∞∑
k=0

σk
uk+1

, with σk =

L∑
i=1

θki , (6.2.54)

and we relate τk to the symmetric sums σk as prescribed by the relations (6.2.53) and

(6.2.54). Since the functional form of their conserved charges can also be chosen to be

identical, we conclude that the spectra of the inhomogeneous model and the correspond-

ing deformed model are the same. Because the spectrum depends only on the value of

the symmetric sums, any permutation of the values of the impurities gives a model with

the same spectrum (but not the same Hamiltonian). One may therefore suspect that the

two types of models are mutually related by a unitary transformation [119]. In the next

sections, this transformation is defined, and determined explicitly for the first two orders

in perturbation. The values of the symmetric sums σk in (6.2.54) can be translated into

9. For a more detailed discussion of the relation between these deformations and the Bethe ansatz
see [118, 130]. For comparison to the notation used in [119] we note that τk = Πk/dg, where Πk is a
one-form defined in that paper.
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values of the coupling constants τk for the long-range deformations. These coupling con-

stants define a whole family of long-range integrable models, since the values of the first

L symmetric sums can be tuned independently. Among these models we are particularly

interested in the BDS model.

The BDS spin chain. Let us consider the recursive definition of the BDS chain in

some more detail. In this case the rapidity map and its inverse are given by fBDS(u) ≡
x(u), see (6.2.38). We may use this explicit form to evaluate (6.2.53) according to

− dx(u)

dg
=
du(x)

dg

/
du(x)

dx
=

2gx

x2 − g2
=
∞∑
k=3

τBDS
k

(k − 1)xk−2
, (6.2.55)

such that writing the left hand side as a series we find the BDS expressions

τBDS
2k = 0, τBDS

2k+1 = 4k g2k−1. (6.2.56)

Note that the pure boost deformations (6.2.51) merely deform the map between the

momentum p and the rapidity u while the functional form (6.1.16) of the charge eigen-

values qr(u, g
2) = qSR

r (u) remains unchanged. These boost deformed charges have the

same eigenvalues as those of the inhomogeneous models 10 with the values of the sym-

metric sums given by

σBDS
2k+1 = 0 , σBDS

2k = Lg2k (2k)!

(k!)2
. (6.2.57)

In particular this is true for the model with the inhomogeneities given in formula (6.2.39).

6.3 Map from Long-Range to Inhomogeneous Models

In this section we elaborate on the relation between long-range and inhomogeneous spin

chains. After studying the unitary transformation S that relates the charge operators

of the two models at leading orders, we argue that the operator S originates from a

combination of boost operators and an inhomogeneous version of Baxter’s corner transfer

matrix discussed above. Finally we comment on the morphism defined by the S-operator

and the scalar products between BDS Bethe states.

10. Let us emphasize that two inhomogeneous models obtained from one another by permutation of
inhomogeneities have the same spectrum but different conserved charges, so they can be considered as
being different.
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6.3.1 S-Operator

As we have shown in the previous section, the BDS spin chain is related to the inho-

mogeneous spin chain by a unitary transformation. In particular, the conserved charges

of the two models, Qθ
r (inhomogeneous) and Qr(g) (long range) are related by the same

similarity transformation

Qr(g) = S Qθ
r S−1. (6.3.58)

The l.h.s. of (6.3.58) can be obtained from the recursive procedure (6.2.46) to all orders.

On the other hand, Qθr is defined by the expansion of inhomogeneous transfer matrix

(6.1.5) and can also be worked out to all orders. Therefore, we can use (6.3.58) as an

all-loop definition of the S-operator. By proposing a proper ansatz for S and comparing

both sides of (6.3.58), we can work out S order by order.

Definition of the S-operator. The similarity transformation S is the same for any

conserved charges. Computationally, it is simplest to consider the shift operator

U(g) = S Uθ S−1. (6.3.59)

Since both shift operators U(g) and Uθ are defined to all orders, this yields an all-order

definition of the S-operator in the parameter g. On the one hand, the inhomogeneous

shift operator is defined by equation (6.1.12) from which we can read off its expansion

(θ ∼ g):

Uθ = U0

[
1− i

L∑
k=1

θkHk −
1

2

L∑
k,l=1

θkθlHkHl −
1

2

L∑
k=1

θk−1θk [H]k−1

]
+O(g3). (6.3.60)

For the boost induced long-range models on the other hand, we may apply the deforma-

tion equation (6.2.51) to the shift operator in analogy to deforming the local charges:

d

dg
U(g) = i

∞∑
k=3

τk[B[Qk(g)],U(g)], U(0) = U0. (6.3.61)

Here τk is defined by the rapidity map f(u) (6.2.53).

Let us assume that the expansion of τ2k+1 starts at g2k−1 and that τ2k = 0. 11 Then we

can use the shift property (6.2.50) of the boost charges ([B[L],U0] = −U0L) to write

11. The former assumption is motivated by the interaction range of the local charges being constrained
by the gauge theory. The latter assumption corresponds to a parity conserving model. Both assumptions
are satisfied for the BDS chain.
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down the first two non-trivial orders of U(g2):

U(g) = U0

[
1−iτ̄3 QSR

3 +τ̄2
3

(
[B[QSR

3 ],QSR
3 ]−1

2

(
QSR

3

)2)−i(τ̄5+τ̄2
3 )QSR

5

]
+O(g6). (6.3.62)

Here we have defined 12

τ̄k =

∫ g

0
τk(g

′)dg′. (6.3.63)

Thus, both shift operators Uθ and U(g) are defined to all orders in g and (6.3.59)

furnishes an all-order definition of the operator S. In the following we will elaborate

more on the generic structure of the S-operator.

Let us now explicitly derive the perturbative expression for the unitary transformation

that relates the two models up to order g2. We make the same ansatz as in [119], namely

S = exp i
∑
k

[
νkHk +

i

2
ρk[H]k−1 +O(g3)

]
, (6.3.64)

where νk and ρk are unknown functions of inhomogeneities θk to be determined. Here we

assume that θk ∼ g, νk ∼ g and ρk ∼ g2. We can now compare the two shift operators

(6.3.60) and (6.3.62) and derive the constraints following from (6.3.59).

First order. We apply the ansatz (6.3.64) for the S-operator to the inhomogeneous

shift and evaluate the expression at order g:

S Uθ S−1 = U0

[
1− i

L∑
k=1

Hk(νk − νk−1 + θk) + (νL − ν0)H1

]
+O(g2). (6.3.65)

Here we have used that HkU0 = U0Hk+1. Since the long-range shift operator has no

contribution at order g1, (6.3.59) yields the constraints

νk − νk−1 + θk = 0, νL − ν0 = 0. (6.3.66)

These equations are solved by the explicit expression

νk = ν0 −
k∑
x=1

θx, (6.3.67)

and the periodicity condition for the first-order parameters yields

νk+L = νk ⇒
L∑
x=1

θx = 0. (6.3.68)

12. For instance we have τ̄BDS
2k+1 = 2g2k.
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The latter condition guarantees that the operator S is periodic, i.e. it represents a well-

defined transformation on a periodic spin chain at the considered order.

Second order. Proceeding to terms at order g2 in (6.3.59) we assume that the above

constraints (6.3.66) hold. Also at this order we require S to be periodic which amounts

to ρk+L = ρk. We may again evaluate the right hand side of (6.3.59) and after some

manipulations we arrive at

S Uθ S−1 = U0

[
1 +

1

2

L∑
k=1

(
ρk − ρk−1 + νk−1(θk − θk−1)

)
[H]k−1

]
+O(g3). (6.3.69)

We may now compare this expression to the long-range shift operator (6.3.62) which

gives the constraint equation for the second order parameters ρk:

ρk − ρk−1 = τ̄3 − νk−1(θk − θk−1). (6.3.70)

This equation is solved by (here we assume for simplicity ν0 = 0)

ρk = ρ0 + τ̄3k −
k∑
x=1

νx−1(θx − θx−1) = ρ0 + τ̄3k − θkνk −
k∑
x=1

θ2
x, (6.3.71)

and periodicity for the second order parameter yields

ρk+L = ρk ⇒
L∑
x=1

θ2
x = σ2 = τ̄3L. (6.3.72)

General structure Assembling the results, we obtain the S-operator

S = exp i
[
τ̄3B[QSR

3 ] +
L∑
k=1

(
νkHk +

i

2
ρ̂k[H]k−1

)]
+O(g3), (6.3.73)

Notably the S-operator can be split into two contributions

S = SB × S−1
θ , SB = exp iΦ, S−1

θ = exp iΘ. (6.3.74)

Here the boost and inhomogeneous generator are given by

Φ = τ̄3B[QSR
3 ] +O(g4), Θ =

L∑
k=1

(
νkHk +

i

2
ρ̂k[H]k−1

)
+O(g3). (6.3.75)
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and we have defined the inhomogeneous parameter ρ̂k to separate the boost and inho-

mogeneous piece:

ρ̂k = ρ0 − θkνk −
k∑
x=1

θ2
x. (6.3.76)

This splitting into a boost and an inhomogeneous piece is natural knowing that the boost

deformations generate the long-range model from the short-range (here Heisenberg)

model (6.2.2). In particular this implies two important features for the inhomogeneous

part S−1
θ of the S-operator:

– In the bulk, S−1
θ sets all inhomogeneities to zero and hence represents the generator

of the inhomogeneous rapidity shift as indicated in (6.1.2).

– At the boundary, S−1
θ completes SB to a periodic operator S.

Remarkably, the expression for S−1
θ in (6.3.74) agrees with the expansion of the inhomo-

geneous corner transfer matrix Aθ (6.1.29). That is to say that the parameters νk and ρ̂k

are the same functions of θ as defined in (6.1.30) (for ν0 = 0 and ρ0 = 0). We have thus

found that the expansion of S−1
θ is identical with the expansion of the inhomogeneous

CTM at first orders:

S−1
θ = Aθ(0) +O(θ3). (6.3.77)

Assuming that the map between Sθ and Aθ holds at higher orders, it seems natural to

use the CTM to define the operator Sθ. In fact, the inhomogeneous CTM is defined to

all orders in θ according to (6.1.28) in terms of R-matrices. Together with the boost

deformations discussed in the previous sections this could furnish an explicit definition

of the complete S-operator. Note that at higher orders it remains to be shown that an

operator Sθ defined in this way has the desired property to combine with the boost part

into the transformation translating between long-range and inhomogeneous spin chains.

6.4 Morphism Property and Scalar Products

In the previous chapter we have shown how to obtain the integrals of motion for the

long-range (LR) model by transforming the inhomogeneous integrals of motion with the

unitary operator S. The same unitary transformation can be applied to the monodromy

matrix as well,

TLR(u) = ST (u;θ) S−1 , (6.4.78)

where the values of θ are chosen as explained in (6.2.54). It is straightforward to show

that the monodromy matrix of the long-range model TLR(u) obeys the Yang-Baxter

equation, and that its matrix elements obey the same algebra as the inhomogeneous (or

homogeneous) ones. The unitary transformation is therefore a morphism of the Yangian
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algebra,

TLR
a (u)TLR

b (v) = STa(u;θ)Tb(v;θ) S−1 , (6.4.79)

for any spaces a and b. It is important to note that this morphism works for periodic

chains of arbitrary length, up to wrapping order g2L. This is in contradistinction to the

morphism considered in [128, 129], based on the Dunkl operators, where a defect was

added at the point where the chain closes. Of course, the difference between the two

is small for large chains. Let us explore the consequences of this morphism. First, the

Bethe vectors for the long-range model, on-shell or of-shell, can be written simply as

|u〉LR = S |u;θ〉 , LR〈u| = 〈u;θ| S−1 . (6.4.80)

This means that the scalar products, including the norms, are the same for the long-range

model and the corresponding inhomogeneous model,

LR〈v|u〉LR = 〈v;θ|u;θ〉 . (6.4.81)

The evaluation of the scalar products in the long-range model, up to wrapping order, is

then straightforward. Let us emphasize that we do not need to know the explicit form

of the operator S in order to compute the scalar products of the long-range spin chain.

The above formulas are readily adapted for going to the semiclassical limit where L and

N are large.

The dressing phase and the inhomogeneities. The inhomogeneities can also be

used to emulate the effect of the dressing phase, provided that we allow their value to

depend on the value of the rapidities. This amounts to allowing the symmetric sums

to be symmetric functions of the rapidities u (σk = σk(u)) so that we have for the

eigenstates of the model with the dressing phase, for example with the BES phase [139],

|u〉BES = S(u)|u;θ(u)〉. (6.4.82)

Since the operator S(u) depends now on the state on which it acts, we cannot compute

the scalar products in the same straightforward manner, but at least we can compute

the norms of the Bethe ansatz vectors,

BES〈u|u〉BES = 〈u;θ(u)|u;θ(u)〉 = lim
v→u
〈v;θ(v)|u;θ(u)〉 (6.4.83)

The above scalar product can be computed as a usual scalar product in the inhomoge-

neous model, in particular the last expression, before taking the limit, is a usual scalar
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product with the one of vectors on-shell and the other off-shell, which can be computed

using (3.3.69).



Chapter 7

Higher Loops

In this chapter, we compute the three-point function in the su(2) sector at one-loop. We

have shown how to construct the eigenstates of the BDS spin chain in Chapter 6. In this

chapter we will combine this result with the other new features at one loop and write

down the three-point in a compact form.

The chapter is structured as the follows. First we will define the scheme independent

structure constant at one loop and the one-loop operator insertion in section 1. In section

2, we will introduce the permutation-derivative relation (PD relation) which will play

an important role in the computation of three-point functions. In section 3 we compute

the three-point function in detail and write the final result in a compact form in terms

of the A -functionals. Finally in section 4, we take the semi-classical limit of our result

and compare with the result at strong coupling obtained by Kazama and Komatsu [64].

We find an agreement in the Frolov-Tseytlin limit.

7.1 The one-loop operator insertion

In the computation of correlation functions at higher loops there will be divergences and

one needs to regularize the result. Let us consider three scalar operators O1, O2 and O3.

The two-point functions at one-loop reads

〈Oi(x1)Oi(x2)〉 =
Ni

x
2∆0,i

12

(
1 + 2g2ai − γi log

(
x2

12

ε2

))
, i = 1, 2, 3. (7.1.1)

99
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where ∆0,i and γi are tree level scaling dimensions and the one-loop anomalous dimen-

sions, respectively. Here ε is the regulator and ai is a scheme dependent constant. It is

easy to see that by shifting ε → eα ε, the constant ai is shifted by ai → ai + αγi/g
2.

The one-loop three-point function takes the following form

〈O1(x1)O2(x2)O3(x3)〉 =

√
N1N2N3

x
∆0,12

12 x
∆0,13

13 x
∆0,23

23

C
(0)
123× (7.1.2)(

1 + g2(c123 + a1 + a2 + a3)− γ1

2
log

(
x2

12 x
2
13

x2
23 ε

2

)
− γ2

2
log

(
x2

12 x
2
23

x2
13 ε

2

)
− γ3

2
log

(
x2

13 x
2
23

x2
12 ε

2

))

where C
(0)
123 is the tree-level structure constant which we computed in the previous chap-

ters and

∆0,ij =
1

2
(∆0,i + ∆0,j −∆0,k) , i, j, k = 1, 2, 3. (7.1.3)

In the second line, g2(c123 + a1 + a2 + a3) is scheme dependent. We choose to include

the scheme dependence in the constants ai (i = 1, 2, 3). The well-defined quantity at

one-loop is the regularization scheme independent structure constant. This quantity can

be extracted by dividing the three-point function by the proper combinations of two-

point functions, which cancels the scheme dependent constants ai. To be more specific,

we define

N(x1, x2, x3) =
3∏
i=1

√
〈Oi(xi)Oi(xj)〉〈Oi(xi)Oi(xk)〉

〈Oi(xj)Oi(xk)〉
, i 6= j 6= k. (7.1.4)

Up to one loop,

N(x1, x2, x3) =

√
N1N2N3

x
∆0,12

12 x
∆0,13

13 x
∆0,23

23

(7.1.5)(
1 + g2(a1 + a2 + a3)− γ1

2
log

(
x2

12 x
2
13

x2
23 ε

2

)
− γ2

2
log

(
x2

12 x
2
23

x2
13 ε

2

)
− γ3

2
log

(
x2

13 x
2
23

x2
12 ε

2

))
The scheme independent structure constant is defined to be

C123(g2) ≡ 〈O1(x1)O2(x2)O3(x3)〉
N(x1, x2, x3)

(7.1.6)

=C
(0)
123 + g2C

(1)
123 +O(g3).

When we compute the three-point functions at one-loop, the quantum corrections have

to be taken into account by computing Feynamnn diagrams, see [47, 54, 140]. For a three-

point function, there are two different types of Feynmann diagrams. The first kind in-

volves only two operators and is called the two-body process, which is given in Fig.(7.1.1).

This kind of Feynmann diagrams also appears in the calculation of higher loop two-point
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functions and contribute to the correction of scaling dimensions. Another type of cor-

Figure 7.1.1: Examples of the two-body process. This kind of processes involves only
two operators. In our example, it involves only O1 and O2. This kind of diagram also

appears in the loop calculation of two-point functions.

rection involves three operators at the same time, which is depicted in Fig.(7.1.2). In

Figure 7.1.2: Examples of the three-body process. This kind of process is new in the
three-point function case since it involves three operators at the same time.

the computation of the structure constant, these two kinds of processes contribute in

different ways. The two-body process, which is depicted in Fig(7.1.3), cancels the same

Figure 7.1.3: The two-body process of the scheme independent structure constant.
The contribution of the three-point function cancels the contribution of the two-point

functions and we can neglect this kinds of diagrams.

contributions from the two point functions and can be neglected. The other process

which gives non-trivial contribution is depicted in Fig.(7.1.4). It is obvious that the

non-trivial contribution can only occur at the points where the spin chain splits. There
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Figure 7.1.4: The three-body process of the scheme independent structure constant
which gives non-trivial contribution.

are 6 such points, called the splitting points. The explicit computation of the Feynmann

diagrams corresponding to the above process has been carried out in the compact so(6)

sector [47, 54] and the supersymmetric su(1|1) sector [140]. We focus on the so(6) sector

in what follows.

Given three operators in the so(6) sector

O1 =
1√
NL1
c

Tr
(
φi1 · · ·φiL1

)
, (7.1.7)

O2 =
1√
NL2
c

Tr
(
φj1 · · ·φjL2

)
,

O3 =
1√
NL3
c

Tr
(
φk1 · · ·φkL3

)
.

The one-loop structure constant C
(1)
123 reads

C
(1)
123 =

∑
a,b,c

H
ia ia+1

jb+1 kc
I +

∑
a,b,c

H
jb jb+1

kc+1 ia
I +

∑
a,b,c

H
kc kc+1

ia+1 jb
I (7.1.8)

Where H is the so(6) spin chain Hamiltonian density

Hij
kl = 2δjk δ

i
l − 2δikδ

j
l − δ

ijδkl = 2P− 2I−K. (7.1.9)

Here P and K are the permutation and trace operator, respectively. Each summation in

(7.1.8) has two terms, which corresponds to the two splitting points. For example the

two terms of the first summation corresponds to a = 1, b = L2, c = 1 and a = L12−1, b =

L12, c = L13 − 1, where

Lij =
1

2
(Li + Lj − Lk), i, j, k = 1, 2, 3. (7.1.10)

These insertions are depicted in Fig.(7.1.5). Apart from the insertions at the splitting

points, the other parts are still given by free Wick contractions, which is the meaning

of the identity in (7.1.8).

Let us summarize what we have discussed so far. The quantum corrections manifest
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Figure 7.1.5: The one-loop insertions for operator O1 at the two splitting points.

themselves in the scheme independent structure constant as operator insertions at the

6 splitting points. The operators insertions for the so(6) takes the form of Hamiltonian

density of the so(6) spin chain. In the following sections, we will take the insertions into

account and compute the scheme independent structure constant at one loop for the

three operators with definition two-loop anomalous dimensions.

7.2 The permutation-derivative relation

In this section, we explain how to convert the action of any permutation operators

on Bethe states into derivatives with respect to impurities. We shall call this kind of

relations permutation-derivative relations or PD relations for short. We derive the PD

relations both in the bulk and at the boundary.

7.2.1 PD Relations in the bulk

We choose the normalization of the R-matrix to be

Rαn(u) = Ian +
i

u
Pan, n = 1, . . . , L (7.2.11)

and define the monodromy matrix as usual

Ta(u,θ) ≡
L∏
n=1

Ran(u− θn − i/2). (7.2.12)

In the homogeneous limit it becomes

Ta(u) =
L∏
n=1

Ran(u− i/2) . (7.2.13)
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The authors in [132] found the following relation

[Pk,k+1, Ta(u)] = i(∂k − ∂k+1)Ta(u,θ)|θ=0 , ∂k ≡
∂

∂θk
, (7.2.14)

where in the r.h.s. one first takes the derivatives with respect to the impurities and

then sends all impurities to zero. For simplicity, we will denote the r.h.s. of (7.2.14)

by i(∂k − ∂k+1)Ta(u) and adopt the same convention for all PD relations. For later

convenience, we introduce the following notations

Dk ≡ i(∂k − ∂k+1), DL = i(∂L − ∂1) . (7.2.15)

We will generalize (7.2.14) to the case when several permutations act on the monodromy

matrix. To this end, we first notice that if the action of permutation and derivatives do

not overlap, they will act independently. This means, for example

∂j [Pk,k+1, Ta(u)] = ∂jDk Ta(u), if j 6= k, k + 1 . (7.2.16)

The case where permutations and derivatives overlap needs to be considered more care-

fully. From the definition of monodromy matrix, one can derive the following relations

∂nk [Pk,k+1, Ta(u)] = −(∂nk − ∂nk+1)Ta(u)Pk,k+1 +
1

n+ 1
(i∂n+1

k − i∂n+1
k+1 )Ta(u) (7.2.17)

∂nk+1[Pk,k+1, Ta(u)] = (∂nk − ∂nk+1)Ta(u)Pk,k+1 +
1

n+ 1
(i∂n+1

k − i∂n+1
k+1 )Ta(u)

∂mk ∂
n
k+1[Pk,k+1, Ta(u)] =

m!n!

(m+ n+ 1)!
(i∂m+n+1

k − i∂m+n+1
k+1 )Ta(u)

for any m,n ∈ N. Relations (7.2.17) can also be written as

Pk,k+1∂
n
k+1Ta(u) = ∂nkTa(u)Pk,k+1 +

1

n+ 1
(i∂n+1

k − i∂n+1
k+1 )Ta(u) (7.2.18)

Pk,k+1∂
n
kTa(u) = ∂nk+1Ta(u)Pk,k+1 +

1

n+ 1
(i∂n+1

k − i∂n+1
k+1 )Ta(u)

Pk,k+1∂
m
k ∂

n
k+1Ta(u) =

m!n!

(m+ n+ 1)!
(i∂m+n+1

k − i∂m+n+1
k+1 )Ta(u) + ∂mk ∂

n
k+1Ta(u)Pk,k+1 .

By the help of (7.2.18), we can derive the general PD relation. To see how this works,

let us consider the following example

[Pk,k−1Pk,k+1, Ta(u)] = [Pk,k−1, Ta(u)]Pk,k+1 + Pk,k−1[Pk,k+1, Ta(u)] (7.2.19)
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= Dk−1Ta(u)Pk,k+1 + iPk,k−1(∂k − ∂k+1)Ta(u)

= Dk−1Ta(u)Pk,k+1 +
i2

2
(∂2
k−1 − ∂2

k)Ta(u) + i∂k−1Ta(u)Pk,k−1

− i∂k+1Ta(u)Pk,k−1 − i2∂k+1(∂k−1 − ∂k)Ta(u)

=
1

2
(D2

k−1 + 2Dk−1Dk)Ta(u) + Dk−1Ta(u)Pk,k+1 + (Dk−1 + Dk)Ta(u)Pk,k−1 .

Similarly, we can derive

[Pk,k+1Pk,k−1,Ta(u)] = (7.2.20)

=
1

2
(D2

k + 2Dk−1Dk)Ta(u) + DkTa(u)Pk,k−1 + (Dk−1 + Dk)Ta(u)Pk,k+1 .

It is straightforward to generalize this calculation to [P, Ta(u)] where P is a product of

Pk,k+1. In order to apply PD relation on a Bethe state instead of monodromy matrix,

one also need to show the PD relation has morphism property. This means, given two

functions of the monodromy matrix X(u) and Y(u), we have

[Pk,k−1Pk,k+1,XY] =
1

2
(D2

k + 2Dk−1Dk)(XY) + Dk(XY)Pk,k−1 + (Dk−1 + Dk)(XY)Pk,k+1 .

One can show this is true by explicit calculation. Using PD relation and morphism

property we can derive the following relations, which will be useful in later discussion

Hk−1Hk|u〉 = [Pk,k−1, [Pk,k+1, B(u)]]|Ω〉 (7.2.21)

= [Pk,k−1Pk,k+1, B(u)]|Ω〉 − [Pk,k+1, B(u)]|Ω〉 − [Pk,k−1, B(u)]|Ω〉

=
1

2
(D2

k−1 + 2DkDk−1)|u〉+ Dk−1|u〉 ,

where we use the shorthand notation B(u) ≡ B(u1) · · ·B(uN ). Similarly, we have

HkHk−1|u〉 = 1
2(D2

k + 2DkDk−1)|u〉+ Dk|u〉 . (7.2.22)

Taking the sum and difference of (7.2.21) and (7.2.22), we obtain

[Hk−1,Hk]|u〉 = [H]k−1|u〉 =
(

1
2(D2

k−1 −D2
k) + Dk−1 −Dk

)
|u〉 (7.2.23)

{Hk−1,Hk}|u〉 =
(

1
2(D2

k−1 + D2
k) + Dk−1 + Dk + 2DkDk−1

)
|u〉 . (7.2.24)

Higher order PD relations can be determined along the same lines.
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7.2.2 PD Relations at the Boundary

The PD relations at the boundary are more subtle. In this section, we will derive the

boundary PD relations for one and two overlapping permutations, at least one of them

involving the bond 1L. The key observation is that Dk should satisfy the following trivial

constraint

L∑
k=1

Dk = 0 . (7.2.25)

At first order, we have

DL|u〉 = −
L−1∑
k=1

Dk|u〉 =

L−1∑
k=1

Hk|u〉 = E2|u〉 −HL|u〉 , (7.2.26)

where E2 is the energy of the state. We find the boundary PD relation at first order,

HL|u〉 = −DL|u〉+ E2|u〉 . (7.2.27)

We consider now the square,

D2
L = (D1 + · · ·DL−1)2 (7.2.28)

such that

1

2
(D2

L −D2
1)|u〉 = 1

2(D2
2 + 2D1D2)|u〉+ · · ·+ 1

2(D2
L−1 + 2DL−2DL−1)|u〉 (7.2.29)

+ non-connected terms

where “non-connected terms” are the terms 2DjDk|u〉 with |j − k| ≥ 2. Using (7.2.22),

1

2
(D2

k + 2Dk−1Dk)|u〉 = HkHk−1|u〉 −Dk|u〉 (7.2.30)

we have

1

2
(D2

L −D2
1)|u〉 = (H2H1 + · · ·+ HL−1HL−2)|u〉 − (D2 + · · ·DL−1)|u〉 (7.2.31)

+ non-connected terms ,
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which is the same as(
1

2
(D2

L −D2
1) + (DL −D1)

)
|u〉 =

L−1∑
k=2

HkHk−1|u〉+ 2DL|u〉 (7.2.32)

+ non-connected terms .

Similarly, using (7.2.21) we have

(
1

2
(D2

L −D2
L−1) + (DL −DL−1)

)
|u〉 =

L−1∑
k=2

Hk−1Hk|u〉+ 2DL|u〉 (7.2.33)

+ non-connected terms .

Taking the difference of (7.2.32) and (7.2.33),(
1

2
(D2

L −D2
1) + (DL −D1)

)
|u〉 −

(
1

2
(D2

L −D2
L−1) + (DL −DL−1)

)
|u〉 (7.2.34)

=−
L−1∑
k=2

[Hk−1,Hk]|u〉 = (2iQ3 + [HL−1,HL] + [HL,H1])|u〉 = (2iQ3 + [H]L−1 + [H]L)|u〉 .

where Q3 is the third conserved charge. Taking the sum of (7.2.32) and (7.2.33),(
1

2
(D2

L −D2
1) + (DL −D1)

)
|u〉+

(
1

2
(D2

L −D2
L−1) + (DL −DL−1)

)
|u〉 (7.2.35)

=
L−1∑
k=2

{Hk−1,Hk}|u〉+ 4DL|u〉+ cross terms =

(
L−1∑
k=1

Hk

)2

|u〉+ 2DL|u〉 ,

where we have used the fact that

L−1∑
k=1

H2
k|u〉 = 2

L−1∑
k=1

Hk|u〉 = −2
L−1∑
k=1

Dk|u〉 = 2DL|u〉 . (7.2.36)

Now we plug
∑L−1

k=1 Hk = Q2 −HL into (7.2.35),(
1

2
(D2

L −D2
1

)
+ (DL −D1))|u〉+

(
1

2
(D2

L −D2
L−1) + (DL −DL−1)

)
|u〉 = (7.2.37)

=(Q2 −HL)2|u〉+ 2DL|u〉 = (E2
2 + 2E2 − 2E2HL)|u〉 − [Q2,HL]|u〉

=(E2
2 + 2E2 − 2E2HL)|u〉 − [H]L−1|u〉+ [H]L|u〉 ,
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where we have used (7.2.27). Taking the sum of (7.2.34) and (7.2.37), we find that

[H]L|u〉 =

(
1

2
(D2

L −D2
1) + (DL −D1)

)
|u〉+ E2HL|u〉 − C(u)|u〉 , (7.2.38)

[H]L−1|u〉 =

(
1

2
(D2

L−1 −D2
L) + (DL −D1)

)
|u〉 − E2HL|u〉+ C(u)|u〉 − 2iE3|u〉 .

where C(u) is a function of rapidities defined by

C(u) =
1

2
[E2

2(u) + 2E2(u) + 2iE3(u)] . (7.2.39)

In the derivation above, we used the fact that the second and third conserved charges

are

Q2 =
L∑
k=1

Hk, Q3 =
i

2

L∑
k=1

[H]k (7.2.40)

and Qr|u〉 = Er|u〉 when |u〉 is on-shell.

Using the PD relation and the S-operator, we can derive the theta-morphism proposed

by Gromov and Vieira [132], this is given in Appendix A.

7.3 Calculation of Three-Point Function

In this section, we perform the detail calculation of the three-point function. The set-up

is the same as the one (4.1.1) considered in Chapter 4.

The S-operator for Oi is denoted by Si. We decompose the Si operator into bulk and

boundary parts, as the following

Si = Sij Sik εi, i 6= j, k (7.3.41)

We take S1 for an example,

S1 = exp

(
−

L1∑
k=1

iµkHk +
1

2
ρk[H]k−1

)
(7.3.42)

= exp

(
−
L12−1∑
k=1

iµkHk +
1

2
ρk[H]k−1

)
× exp

− L1∑
k=L12+1

iµkHk +
1

2
ρk[H]k−1

× ε1 +O(g3)

where

ε1 = exp

(
−iµL12HL12 − iµL1HL1 −

1

2
ρL12 [H]L12 −

1

2
ρL1 [H]L1

)
(7.3.43)
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by our choice of the parameters, µL12 = µL1 = 0 and ρL12 = ρL1 = 2g2, we have

ε1 = exp
(
−g2[H]L12 − g2[H]L1

)
= 1− g2δ1 (7.3.44)

Similar decompositions can be made for S2 and S3.

In what follows, we adopt the formalism in [132] for the three-point function.

C123 = norms× simple× involved (7.3.45)

where

norms =
√
L1L2L3/

√
〈1|1〉〈2|2〉〈3|3〉 (7.3.46)

simple = 〈↓ · · · ↓︸ ︷︷ ︸
L13

↑ · · · ↑︸ ︷︷ ︸
L23

|1− g2HL13 − g2HL3 |3〉 = 〈vac|1− g2I(3)|3〉

involved = 〈1|1− g2HL12 − g2HL1 |i1 · · · iL12↓ · · · ↓︸ ︷︷ ︸
L13

〉

〈i1 · · · iL12↑ · · · ↑︸ ︷︷ ︸
L23

|1− g2HL12 − g2HL3 |2〉 = 〈1|(1− g2I(1))Ô12(1− g2I(2))|2〉

For later convenience, let us introduce the following notations

I(1) = HL1 + HL12 , δ1 = [H]L1 + [H]L12 (7.3.47)

I(2) = HL2 + HL12 , δ2 = [H]L2 + [H]L12

I(3) = HL3 + HL13 , δ3 = [H]L3 + [H]L13

and differential operators

D(1)
B =

1

2
(D

(1)2
L1

+ 2D
(1)
L1

) +
1

2
(D

(1)2
L12

+ 2D
(1)
L12

)− 1

2
(D

(1)2
1 + 2D

(1)
1 )− 1

2
(D

(1)2
L12+1 + 2D

(1)
L12+1)

D(2)
B =

1

2
(D

(2)2
L2

+ 2D
(2)
L2

) +
1

2
(D

(2)2
L12

+ 2D
(2)
L12

)− 1

2
(D

(2)2
1 + 2D

(2)
1 )− 1

2
(D

(2)2
L12+1 + 2D

(2)
L12+1)

D(3)
B =

1

2
(D

(3)2
L3

+ 2D
(3)
L3

) +
1

2
(D

(3)2
L13

+ 2D
(3)
L13

)− 1

2
(D

(3)2
1 + 2D

(3)
1 )− 1

2
(D

(3)2
L13+1 + 2D

(3)
L13+1)

7.3.1 Calculation of “simple”

Let us start with simple.

simple = 〈vac|1− g2I(3)S3|w; θ(3)〉 (7.3.48)

= 〈vac|S3|w; θ(3)〉 − g2〈vac|I(3)|w〉

= 〈vac|w; θ(3)〉 − g2〈vac|I(3)|w〉 − g2〈vac|δ3|w〉
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Using the PD relation at the splitting points, we have

δi|w〉 = D(i)
B |w〉+ E2(w)HLi |u〉+ C(w)|w〉 (7.3.49)

Taking the Hermitian conjugate, we obtain

〈w|δ†i = D(i)†
B (〈w|) + E2(w)〈w|HLi + C∗(w)〈w| (7.3.50)

Projecting (7.3.49) on the vacuum, we obtain

〈vac|δ3|w〉 = D(3)
B (〈vac|w; θ〉) + E2(w)〈vac|HL3 |w〉+ C(w)〈vac|w〉 (7.3.51)

Let us now compute the first term. It is useful to split the differential operator into two

parts, namely the quadratic part and the linear part,

D(3)
B = D(3)

Bq +D(3)
Bl (7.3.52)

where

D(3)
Bq =

1

2
(D

(3)2
L3
−D

(3)2
1 + D

(3)2
L13
−D

(3)2
L13+1) (7.3.53)

D(3)
Bl = D

(3)
L3
−D

(3)
1 + D

(3)
L13
−D

(3)
L13+1

We can first calculate the linear derivatives

〈vac|D(3)
Bl |w; θ(3)〉 = 〈vac| −D

(3)
1 −D

(3)
L13+1|w; θ(3)〉 (7.3.54)

+ 〈vac| − (i∂
(3)
1 − i∂(3)

L13
)− (i∂

(3)
L13+1 − i∂

(3)
L3

)|w; θ(3)〉

= 〈vac|H1 + HL13+1|w〉+ 〈vac|
L13−1∑
k=1

Hk +

L3−1∑
k=L13+1

Hk|w〉

= E2(w)〈vac|w〉 − 〈vac|I(3)|w〉

As we can see, it produces a term which cancels exactly the insertion. This is also the

case for the computation of involved.

The quadratic part can also be simplified. Notice that the scalar product 〈vac|w; θ(3)〉
does not depend on the impurities θ(23), any derivative with respect to these impurities

vanish, which leads to

DBq〈vac|w; θ(3)〉 = −1

2
(∂

(3)2
1 + ∂

(3)2
L12
− ∂(3)2

1 − ∂(3)2
2 − 2∂

(3)
1 ∂

(3)
2 )〈vac|w; θ(3)〉 (7.3.55)

= ∂
(3)
1 ∂

(3)
2 〈vac|w; θ(3)〉
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where in the second line we used the fact that 〈vac|w; θ(3)〉 is totally symmetric with

respect to θ(13). Gathering the pieces together, we obtain

simple = 〈vac|w; θ(3)〉 − g2∂
(3)
1 ∂

(3)
2 〈vac|w; θ(3)〉 (7.3.56)

+ g2(iE3(w)− 1

2
E2

2(w))〈vac|w〉 − g2E2(w)〈vac|H1,L|w〉

The scalar product can be written as an A -functional,

〈vac|w〉θ(13) ≡ A BDS
w,θ(13) (7.3.57)

where we have defined a shorthand notation for the A -functional defined in (3.3.86)

Aw,θ ≡ A +
w

[
Q−θ (u)

Q+
θ (u)

]
. (7.3.58)

We have the final result for simple

simple ' A BDS
w,θ(13) − g2

(
∂

(3)
1 ∂

(3)
2 − iE2(w)∂

(3)
1 +

1

2
E2

2(w)

)
Aw,θ(13) (7.3.59)

where in the first term we fix the impurities to their BDS value while in the second

term we take the homogeneous limit after taking the derivatives. We have neglected the

pure imaginary term, which does not contribute to the absolute value of the structure

constant.

7.3.2 Calculation of “involved”

Now we compute the piece involved.

involved = 〈u; θ(1)|S†1(1− g2I(1))Ô12(1− g2I(2))S2|v; θ(2)〉 (7.3.60)

= 〈u; θ(1)|Ô12|v; θ(2)〉 − g2(〈u|I(1)Ô12|v〉+ 〈u|Ô12I(2)|v〉)

− g2(〈u|δ†1Ô12|v〉+ 〈u|Ô12δ2|v〉)

We again use the PD relations at the boundary.

〈u|δ†1Ô12|v〉 = D(1)†
B (〈u; θ(1)|)Ô12|v〉+ E(u)〈u|HL1Ô12|v〉+ C∗(u)〈u|Ô12|v〉 (7.3.61)

〈u|Ô12δ2|v〉 = 〈u|Ô12D(2)
B (|v; θ(2)〉) + E(v)〈u|Ô12HL2 |v〉+ C(v)〈u|Ô12|v〉

As a next step, we simplify the sum of the two differential terms, i.e.

D(1)†
B (〈u; θ(1)|)Ô12|v〉+ 〈u|Ô12D(2)

B (|v; θ(2)〉) (7.3.62)
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We consider linear and quadratic derivatives in the operator DB separately

D(i)
B = D(i)

Bl +D(i)
Bq (7.3.63)

where

D(i)
Bl = DLi −D1 + DL12 −DL12+1 (7.3.64)

D(i)
Bq =

1

2
(D2

Li −D2
1 + D2

L12
−D2

L12+1)

Here we omit the upper indices for simplicity. We have

(DL2 −D1 + DL12 −DL12+1)|v; θ(2)〉 (7.3.65)

=(H1 + HL12+1)|v〉+ (−(i∂1 − i∂L12)− (i∂L12+1 − i∂L2))|v; θ(2)〉

=(H1 + HL12+1)|v〉+

L12−1∑
k=1

Hk +

L2−1∑
k=L12+1

Hk

 |v〉
=(H1 + HL12+1)|v〉+ (E2(v)− I(2))|v〉

Now that

Ô12 =
∑

i1,··· ,iL12
=↑,↓
|i1 · · · iL12 ↑ · · · ↑〉〈i1 · · · iL12 ↓ · · · ↓ | (7.3.66)

We have immediately Ô12HL12+1 = 0, hence we have

Ô12DBl|v; θ(2)〉 = Ô12H1|v〉+ E2(v)Ô12|v〉 − Ô12I(2)|v〉 (7.3.67)

Similarly, we can show that

D†Bl(〈u; θ(1)|)Ô12 = E2(u)〈u|Ô12 − 〈u|I(1)Ô12 + 〈u|H1Ô12 (7.3.68)

Therefore we have

〈u|Ô12DBl(|v; θ(2)〉) +D†Bl(〈u; θ(1)|)Ô12|v〉 (7.3.69)

=(E(u) + E(v))〈u|Ô12|v〉 − (〈u|I(1)Ô12|v〉+ 〈u|Ô12I(2)|v〉) + 2〈u|Ô12H1|v〉
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where the colored terms will cancel with contributions from the other terms. Now we

compute the quadratic derivatives

〈u|Ô12DBq(|v; θ(2)〉) +D†Bq(〈u; θ(1)|)Ô12|v〉 (7.3.70)

=DBq
(
〈u; θ(1)|Ô12|v; θ(2)〉

)
−DL1〈u; θ(1)|Ô12DL1 |v; θ(2)〉

+D1〈u; θ(1)|Ô12D1|v; θ(2)〉 −DL12〈u; θ(1)|Ô12DL12 |v; θ(2)〉+ DL12+1〈u; θ(1)|Ô12DL12+1|v; θ(2)〉

The four crossing terms are calculated as the following:

– First term

−DL1〈u; θ(1)|Ô12DL1 |v; θ(2)〉 (7.3.71)

= −DL1〈u; θ(1)|Ô12DL2 |v; θ(2)〉

= 〈u|(−HL1 + E2(u))Ô12(−HL2 + E2(v))|v〉

= E2(u)E2(v)〈u|Ô12|v〉 − E2(u)〈u|Ô12HL2 |v〉 − E2(v)〈u|HL1Ô12|v〉

– Second term

D1〈u; θ(1)|Ô12D1|v; θ(2)〉 = −〈u|H1Ô12H1|u〉 = −2〈u|Ô12H1|v〉 (7.3.72)

This term will cancel the blue color term in (7.3.69).

– Third term

−DL12〈u; θ(1)|Ô12DL12 |v; θ(2)〉 = 〈u|HL12Ô12HL12 |v〉 = 0 (7.3.73)

This is due to the special configuration of Ô12. If iL12 =↑, we have HL12Ô12 = 0; if

iL12 =↓, we have Ô12HL12 = 0. Therefore we always have HL12Ô12HL12 = 0.

– Last term

DL12+1〈u; θ(1)|Ô12DL12+1|v; θ(2)〉 = −〈u|HL12+1Ô12HL12+1〉 = 0 (7.3.74)

This is simply because HL12+1Ô12 = Ô12HL12+1 = 0.

Now we combine the results of the linear contribution (7.3.69) and the quadratic con-

tribution (7.3.70),

D†B(〈u; θ(1)|)Ô12|v〉+ 〈u|Ô12DB(|v; θ(2)〉) (7.3.75)

=DBq(〈u; θ(1)|Ô12|v; θ(2)〉) + (E2(u) + E2(v))〈u|Ô12|v〉 − (〈u|I(1)Ô12|v〉+ 〈u|Ô12I(2)|v〉)

+E2(u)E2(v)〈u|Ô12|v〉+ E2(u)〈u|Ô12HL2 |v〉+ E2(v)〈u|HL1Ô12|v〉
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Assembling the pieces, we obtain

involved = 〈u; θ(1)|Ô12|v; θ(2)〉 − g2DBq(〈u; θ(1)|Ô12|v; θ(2)〉) (7.3.76)

+
g2

2
(E2(u)− E2(v))2〈u|Ô12|v〉

+ g2(E2(v)− E2(u))〈u|HL1Ô12 − Ô12HL2 |v〉

− i(E3(u)− E3(v))〈u|Ô12|v〉

Using the fact

〈u|HL1Ô12 − Ô12HL2 |v〉 = [DL12 − (E2(v)− E2(u))]〈u; θ(1)|Ô12|v; θ(2)〉, (7.3.77)

we can combine the second line and the third line in (7.3.76),

g2

2
(E2(u)− E2(v))2〈u|Ô12|v〉+ g2(E2(v)− E2(u))〈u|H1,L1Ô12 − Ô12H1,L2 |v〉

(7.3.78)

=g2(E2(v)− E2(u))

[
D

(1)
L12
− 1

2
(E2(v)− E2(u))

]
〈u; θ(1)|Ô12|v; θ(2)〉

This term is purely imaginary (see [132] Appendix E.1). We also notice that the last

line in (7.3.76) is also purely imaginary. Hence these terms do not contribute to |C123|.
The scalar product in involved can also be written in terms of an A -functional, which

is quite similar to the one of simple

〈u;θ(1)|Ô12|v;θ(2)〉 ≡ A BDS
u∪v,θ(12) (7.3.79)

Then the involved is simply

involved ' A BDS
u∪v,θ(12) − g2∂

(1)
1 ∂

(1)
2 Au∪v,θ(12) (7.3.80)

Combining the result from simple and involved, we can write down the final result for

|C123(g2)|

|C123(g2)| = CBDS
123 + g2c123 +O(g4) (7.3.81)

Note that the first term contains higher order terms in g2 and one should expand it for

the first order. The explicit form for first term is

|CBDS
123 | =

A BDS
w,θ(13)A

BDS
u∪v,θ(12)√

〈u; θ
(1)
BDS|u; θ

(1)
BDS〉〈v; θ

(2)
BDS|v; θ

(2)
BDS〉〈w; θ

(3)
BDS|w; θ

(3)
BDS〉

(7.3.82)
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The second term reads

g2c123 =− g2

(
∂

(3)
1 ∂

(3)
2 − iE2(w)∂

(3)
1 + 1

2E2
2(w)

)
Aw,θ(13)Au∪v,θ(12)√

〈u|u〉〈v|v〉〈w|w〉
(7.3.83)

− g2
Aw,θ(13)∂

(1)
1 ∂

(1)
2 Au∪v,θ(12)√

〈u|u〉〈v|v〉〈w|w〉

From (7.3.83) it is easy to see that the term g2c123 is 1/L2 suppressed compared to

CBDS
123 , hence it is negligible in the semi-classical limit N,L → ∞. It is interesting to

notice that this term mainly comes from the contribution from the splitting points, it is

reasonable to suspect that the same thing happens for the higher loop corrections. Then

the only piece that matters is the term CBDS
123 , whose classical limit is known.

7.4 Three-Point Functions in the Semi-Classical Limit

In this section we take the semi-classical limit of the one-loop structure constant (7.3.81).

The semi-classical limit of tree level structure constant was obtained in Chapter 4.

7.4.1 Scalar Products and Norms in the Semi-Classical Limit

Let us recall that an N -magnon Bethe state with magnon rapidities u = {u1, . . . , uN} is

characterized by its quasi-momentum p(u), which is defined modulo π by (4.4.28). The

pseudomomentum of an on-shell Bethe state satisfies N conditions

e2ip(u)
∣∣∣
u=uj

= −1, j = 1, 2, , . . . , N, (7.4.84)

which are equivalent to the Bethe equations for the roots u. In the semi-classical limit

the pseudomomentum is given by

p(u) ' Gu(u)− 1

2
Gθ(u) + πn, (7.4.85)

with Gu and Gθ being the resolvents for the magnon rapidities and the inhomogeneities,

Gu(u) = ∂ logQu(u), Gθ(u) = ∂ logQθ(u). (7.4.86)

The resolvent corresponding to the distribution of the rapidities (6.2.39) is

Gθ(u) =
L√

u2 − 4g2
, (7.4.87)
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Let us recall the semi-classical limit of the A -functional from Chapter 3,

log A ±u,θ = ±
∮
C

du

2π
Li2
(
e±iGu(u)∓iGθ(u)

)
+O(1), L→∞, N/L ∼ 1, (7.4.88)

where the contour C surrounds the rapidities u and leaves outside θ. As a consequence,

the scalar product 〈u(1);θ|u(2);θ〉 is expressed through the sum of the two pseudomo-

menta:

log 〈u(1);θ|u(2);θ〉 =

∮
C(1)∪C(2)

du

2π
Li2
(
eip

(1)(u)+ip(2)(u)
)
, (7.4.89)

where the contour C(a) surrounds the set of rapidities u(a) and leaves outside the set of

the inhomogeneities θ. In the classical limit the derivative of the pseudomomentum p(a)

is defined on a four-sheeted Riemann surface and the discrete set of points u(a) condense

in a set of cuts on the main sheet. Similarly for the set θ(a).

The norm of a Bethe eigenstate in the semi-classical limit reads:

log 〈u;θ|u;θ〉 =

∮
C

du

2π
Li2
(
e2ip(u)

)
, (7.4.90)

where the contour of integration surrounds the rapidities u and leaves outside θ.

The determination of the contour is a subtle issue because of the logarithmic branch cuts

starting at the points where the argument of the dilogarithm equals 1. The contour must

avoid these cuts and its choice depends on the analytic properties of the pseudomomenta.

7.4.2 One-Loop Three-Point Function in the Classical Limit

By the computation of the previous subsection, the structure constant up to two-loop

corrections is given by

〈u(1),u(2),u(3)〉 ≡ eF123 =
(

1 + g2∆̂
)
eF123(θ) +O(g4), (7.4.91)

F123(θ) ≡ log Au(2)∪u(1),θ(12) + log Au(3),θ(13) . (7.4.92)

where in order to compare with the strong coupling result, we have changed the notation

slightly, representing u, v and w by u(1), u(1) and u(1), respectively. The differential

operator ∆̂ is defined as (δEr = E
(1)
r − E

(2)
r )

∆̂ =

(
∂

(3)
1 ∂

(3)
2 − iE(3)

2 ∂
(3)
1 + iE

(3)
3 −

1

2
E

(3)2
2

)
(7.4.93)

+

(
∂

(1)
1 ∂

(1)
2 − iδE2∂

(1)
1 + iδE3 −

1

2
δE2

2

)
.
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Thus the one-loop result for the structure constant is expressed in terms of the tree-level

quasiclassical expression with the inhomogeneities entering as free parameters (7.4.89).

Using the quasiclassical formula (7.4.88), one obtains in the semi-classical limit

F123(θ) '
∮
C(1)∪C(2)

du

2π
Li2
(
eip

(1)(u)+ip(2)(u)−iq(3)(u)
)

+

∮
C(3)

du

2π
Li2
(
eip

(3)(u)+iq(1)(u)−iq(2)(u)
)

(7.4.94)

Here p(a) are the three quasimomenta and q(a) are their singular parts:

p(a) = Gu(a) + q(a) q(a) = −1
2Gθ(a) (a = 1, 2, 3). (7.4.95)

For the complete phase in (7.4.91) we obtain

F123 = F123(θ) + g2 δF123 +O(g4), (7.4.96)

where the inhomogeneities in the first term on the r.h.s. are fixed to their BDS values,

and the second term

δF123 = e−F123(θ)∆̂ eF123(θ)
∣∣∣
θ=0

(7.4.97)

will be computed below. The first term F123(θ) is an infinite series in g2 from which only

the O(g0) and the O(g2) terms should be retained. In order to evaluate δF123 one should

compute the derivatives in θ1,2 of the phase F123(θ). The computation of the derivatives

in θ1,2 is done using the representation (7.4.88) of the A -functional:

∂

∂θ1
log Au,θ = −i

∮
C

du

2πi

1

u2
log
(
1− eiGu−iGθ

)
, (7.4.98)

∂

∂θ1

∂

∂θ2
log Au,θ = −

∮
C

du

2πi

1

u4

1

1− eiGu−iGθ
. (7.4.99)

Below we will neglect the term with the second derivative, which is of order 1/L compared

to the other terms. Then we have

δF123 = iE
(3)
3 −

1

2
E

(3)2
2 + iE

(1)
3 − iE

(2)
3 −

1

2
(E

(1)
3 − E

(2)
3 )2

−(E
(1)
2 − E

(2)
2 )

∮
C(1)∪C(2)

du/u2

2πi
log
(

1− eip(1)+ip(2)−iq(3)
)

−E
(3)
2

∮
C(3)

du/u2

2πi
log
(

1− eip(3)+iq(1)−iq(2)
)

−
[∮
C(3)

du/u2

2πi
log
(

1− eip(3)+iq(1)−iq(2)
)]2

−
[∮
C(1)∪C(3)

du/u2

2πi
log
(

1− eip(1)+ip(2)−iq(3)
)]2

. (7.4.100)



Contents 118

The complete result for logC123 is obtained by subtracting from F123 + δF123 the loga-

rithms of the norms of the three states, given by the contour integrals (7.4.90).

As we mentioned earlier, the choice of the integration contours is a non-trivial problem.

The heuristic derivations of the quasiclassical limit in [141, 142] require that the contour

of integration C(a) encircles the cuts u(a) and leaves outside the the θ-cut. However this

prescription does not determine the contours completely because it says nothing about

the logarithmic singularities of the integrand at the points where the argument of the

dilogarithm takes value 1. A necessary condition on the integration contours is that they

should not cross any of the cuts produced by these singularities. In the contour integral

along C(a) ∪ C(b) the positions of the singularities depend on the analytic properties of

both p(a) and p(b). Let us denote by C(ab|c) the contour which encircles the cuts u(a) and

u(b), leaves outside the θ-cut and does not cross any of the logarithmic cuts ending at

the other singularities of the integrand.

C(a) ∪ C(b) → C(ab|c) .

In order to determine the contour of integration C(ab|c), one can consider a family of

solutions characterised by their global filling fractions α(a) = N (a)/L(a), solve for the

singular points in the limit α(a) � 1 (a = 1, 2, 3) and place the contours C(ab|c) so that

they return to the same sheet. When α(i) increases, the contour deforms in a continuous

way.

The above rule works only if the logarithmic singularities at the points where the ar-

gument of the dilogarithm equals 1 are macroscopically far from the cuts formed by

condensation of Bethe roots. If a singular point gets close or crosses such a cut, the

integration contour should be closed on the second sheet, possibly through infinity, as

in the example considered in [142].

7.4.3 Comparison with the String Theory Results

The semiclassical limit of the one-loop result in the SYM theory is expected to match

the strong coupling result in the Frolov–Tseytlin [143] limit, where the gauge coupling

g is large, but the typical length L is even larger, so that the effectve coupling g′ = g/L

is small. This is however not obvious because of the order-of-limits problem [144, 145].

The hope that such a comparison is meaningful is based on the observation that the

first two orders of the expansion in g′2 = g2/L2 of the anomalous dimension of a heavy

operator in the weakly coupled gauge theory, and of the energy of the corresponding

classical string state, coincide. Since the computation of the correlation function requires
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the knowledge of the wave functions one order beyond, it is reasonable to expect that

for the three-point functions the match is to the linear order in g′2.

A string theory computation of the three-point function at strong coupling was carried

out by Kazama and Komatsu [64]. They expressed the three-point function in terms of

the pseudo-momenta p(1), p(2), p(3) obtained from the monodromy matrix for a solution

of the so(4) sigma model at strong coupling. They obtained for the logarithm of the

structure constant an expression in terms of contour integrals, very similar to (7.4.94).

The arguments of the dilogarithm functions are p(a) + p(b) − p(c) for a, b, c ∈ {1, 2, 3},
as well as p(1) + p(2) + p(3), and the expression is symmetric in the permutations of the

three operators.

Here we will compare the Frolov–Tseytlin limit of the strong-coupling answer of [64]

with the semi-classical limit of our solution (7.4.100) to the linear order in g′2, assuming

that the integration contours coincide, which is very likely to be the case.

Let L be the length scale such that L(a)/L ∼ 1 for a = 1, 2, 3. The operators O(a)

correspond to solutions of the Bethe equations consisting of a few macroscopic Bethe

strings. Since the typical distance between the roots forming such a string is ∼ 1, the

spectral parameter scales as u ∼ L, which implies for the conserved charges Er ∼ L1−r

(r=1,2, . . .). As a consequence, the correction δF123 to the phase (7.4.96) scales as 1

g2 δF123 ∼ g′2. (7.4.101)

On the other hand, the one-loop correction in F123(θ) due to the inhomogeneities, which

comes from replacing L/u→ Gθ = L/u+ 2Lg2/u3 + . . . , scales as L× Lg2/L3 = Lg′2.

Therefore the correction g2δF123/F123 ∼ 1/L can be neglected in the Frolov-Tseytlin

limit and our one-loop result reads simply

〈u(1),u(2),u(3)〉 ' expF123(θ). (7.4.102)

In the Frolov–Tseytlin limit the result of Kazama and Komatsu for F123 (section 7.5 of

[64]) consists of four terms,

FKK
123 '

∮
Li2
(
eip

(1)+ip(2)−ip(3))
+

∮
Li2
(
eip

(3)+ip(1)−ip(2))
(7.4.103)

+

∮
Li2
(
eip

(2)+ip(3)−ip(1))
+

∮
Li2
(
eip

(2)+ip(3)+ip(1))
. (7.4.104)

1. The fact that δF123 does not contain a factor of L in the Frolov-Tseytlin limit is not trivial in
our computation, because Hamiltonian insertions scale as Lg′2 and δS also contains terms that scale as
Lg′2. These two contributions nicely cancel each other leaving us with a net result scaling as g′2. We
suspect that similar cancellations will happen also at higher loop orders.
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Comparing this with (7.4.94), we see that the first two terms resemble the two terms of

(7.4.94), while the last two terms do not have counterparts in the weak coupling result.

The correspondence with the gauge theory requires that the last two terms vanish. It is

found by Kazama and Komatsu [146] that one can deform the contour in such a way

that the last two terms vanish.

We will compare the first two terms (7.4.103) with the one-loop result (7.4.94). We

will give an interpretation of the exponent in (7.4.102) in terms of the complex curves

of the three heavy fields. Obviously the asymmetric form of the tree-level expression

(7.4.94) is a consequence of the specific choice of the su(2) sectors for the three operators

(O1,O2 ∈ su(2)R and O2 ∈ su(2)L). Since the left and the right su(2) sectors do not

talk to each other perturbatively, the dependence on the third operator factors out. This

factorisation is accidental and is a consequence of the choice of the three su(2) sectors

and the weak coupling limit. At strong coupling, there is no reason to expect that the

three-point function factorises.

Below we are going to show that the arguments of the dilogarithm function in (7.4.94)

are the g/L → 0 limit of symmetric combinations of the three quasimomenta, e.g.

p(3) + q(1) − q(2) is obtained as a limit of p(3) + p(1) − p(2). For that we assume that

the three operators are on-shell Bethe states from the so(4) sector. This makes sense

at strong coupling when the so(4) sector is closed. 2 Then the linear combination of the

three quasimomenta is a meromorphic function with a four-sheeted Riemann surface as

the one depicted in Fig.(7.4.6).

The natural parametrization of the momenta in the strong coupling limit is by the

Zhukovsky variable x defined in (6.2.38). The a-th quasimomentum is determined by

the set of N (a)rapidities x(a) = {x(a)
1 , . . . , x

(a)

N(a)}, which are related to the rapidities u(a)

by the Zhukovsky map (6.2.38). Instead of (7.4.95), we have

p(x) = G(x)− ∆/2

x− g2/x
, (7.4.105)

2. The so(4) sectors at weak and at strong coupling have different nature and the comparison should
be taken with caution, see the discussion in [147]. In the XXX spin chain (with or without inhomo-
geneities) the length of the chain L = ∆|g=0 is expressed in terms of the two conserved R-charges. At
perturbative level the length of an operator is conserved, since the dimension ∆ of the states that contain
n pairs XX̄ and have the same R-charges is separated by a gap 2n from the states belonging to the
su(2) sector and are unreachable perturbatively. On the contrary, in the sigma model there is no such
gap and to the states of given charge one can add X and X̄ as constituent fields, since this combination
has zero total charge. The length of a state is not a conserved charge and it is not defined at strong
coupling. The so(4) sector is therefore not stable for finite g, but in the limit g →∞ it becomes stable
again, as the so(4) sigma model is classically stable.



Contents 121

C (3)

(2)C
(1)C

-pR

pL

pR

-pL
. . .

Figure 7.4.6: The Riemann surface for the three quasimomenta in the u-
parametrization. For simplicity we assumed one-cut solutions. The left (sheets 1,4) and
the right (sheets 2,3) sectors are connected by Zhukowsky cuts. In the limit g → 0 the
Zhukovsky cuts shrink to points and the so(4) Riemann surface decomposes into two
disconnected two-sheet Riemann surfaces describing the su(2)R and the su(2)L sectors.

where ∆ = L+ δ is the conformal dimension and the resolvent

G(x) =
∑
j

x′j
x− xj

, x′j ≡
1

1− g2/x2
j

, (7.4.106)

is related to the resolvent in the u-plane by

G(u) = G(x) + G(g2/x)− G(0). (7.4.107)

The left and the right su(2) sectors in so(4) are related by the inversion symmetry

x↔ g2/x, which exchanges right and left pseudomomenta, pR and pL [148, 149]:

pR(x) = −pL(g2/x)− 2πm, m ∈ Z. (7.4.108)

This allows to go from the four-sheeted Riemann surface in the u-parametrization to a

two-sheet Riemann surface in the x-parametrization. We will use the convention

pR(u) = p(x)
∣∣∣
|x|>g

, pL(x) = p(x)
∣∣∣
|x|<g

. (7.4.109)

With this convention the left and right pseudomomenta are assembled into a single pseu-

domomenta p(x) without inversion symmetry, defined on the whole x-plane [148]. The

pseudomomenta p(x) is thus an analytic function defined on a hyper-elliptic Riemann

surface, with poles at x = 0, x = ∞ and at the fixed points of the inversion symmetry

x = ±g. The behavior of the pseudomomenta near these poles is [148] 3

3. In our convention the pseudomomentum has negative sign compared to [148].
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p(x) '


(N − 1

2L)/x (x→∞);

−1
2∆/(x− g2/x) (x→ ±g);

2πm+ 1
2Lx/g

2 (x→ 0).

(7.4.110)

For the problem we are interested in, p(1) and p(2) belong to the su(2)R sector, while p(3)

belongs to the su(2)L sector. Therefore the linear combinations of the type p(1)+p(2)−p(3)

should be understood as

p(1) + p(2) − p(3) → p(1)(x) + p(2)(x) + p(3)(g2/x); (7.4.111)

p(3) + p(1) − p(2) → p(3)(x)− p(1)(g2/x) + p(2)(g2/x). (7.4.112)

In the limit g2 → 0, as it is clear from the asymptotics (7.4.110) of the pseudomomenta

at the origin, we obtain exactly the combination that appeared in the arguments of the

dilogarithm in (7.4.94)! Since the quasimomentum appears only in the exponent, the

term 2πm can be neglected.

Now let us see if the the r.h.s. of (7.4.111) and the arguments of the dilogarithm in

(7.4.94) match at linear order in g′2 = g2/L2. This will be the case if the function

p(g2/x) + q(x) vanishes up to g′4. We have from (7.4.105)

p(g2/x) + q(x) =

N∑
j=1

x′j
g2/x− xj

+
∆/2

x− g2/x
− L/2

x− g2/x

= 2πm+ g4

(
E2

x3
− 2E3

x2

)
+O(g6). (7.4.113)

Therefore, if the second two terms in (7.4.103) can be ignored, the Frolov–Tseytlin limit

the strong coupling result from the string theory side matches, up to the subtleties

related to the choice of the contour, with the one-loop level result from the SYM side at

one loop order in g2/L2. In any case, if the results match at tree level, they will match

also at one loop. Note that if the Hamiltonian insertions at two loops are located only at

the splitting points, there will be disagreement at two-loop order in the Frolov–Tseytlin

limit.

We also see that the factorisation of the structure constant into two pieces, the first

depending on u(1) and u(2) and the second depending on u(3), takes place only in the

weak coupling limit and it is a consequence of the fact that at g → 0 the spectral curve

for the so(4) sector splits into two components connected by a vanishing cycle (the
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Zhukowsky circle |x| = g). Returning to the u-parametrization, the three operators are

defined on the Riemann surface for the so(4) sector sketched in (7.4.6). The Riemann

surface splits into two disjoined hyperelliptic surfaces in the limit g → 0, when the two

Zhukovsky cuts disappear.



Chapter 8

Spin Vertex Formalism

In this chapter, we introduce a new formulation for computing the three-point functions

in N = 4 SYM theory. The main idea is to construct an entangled state called the spin

vertex and the three-point function is given by projecting the three states on the spin

vertex. Conceptually this is similar to the light-cone string field theory, which was used

to compute the three-point functions of BMN strings. In fact, as we shall show below

that in certain sectors in the BMN limit, the spin vertex coincide with the spin vertex

at the leading order. We hope this formulation can be generalized to higher loops but

for present such a generalization seems to be plagued with several technical difficulties.

We therefore focus on the tree level formulation.

This chapter is structured as the follows. In section 1, we introduce the spin vertex in the

so(4) sector. We will discuss in detail the construction and properties of the spin vertex

in this sector and show how to use it to compute the three-point functions. In order to

generalize the construction to all sectors, we introduce the oscillator representation of

the psu(2, 2|4) algebra at tree level in section 2. Then we construct the spin vertex in all

sectors and discuss its properties in section 3. In order to make contact with the strong

coupling computation, we take the BMN limit of the spin vertex in the scalar so(6)

sector in section 4 and show that it reproduces the bosonic part of the string vertex in

light-cone string field theory at the leading order.

124
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8.1 Spin Vertex in the so(4) sector

In this section, we restrict ourselves to the so(4) = su(2)L × su(2)R sector. This sector

contains four scalar fields {Z, Z̄,X, X̄} and was the main focus in the proceeding chap-

ters. Following [150], we introduce the double-spin notation for the four scalar fields. It

will be clear in section 3 that the origin of the double spin notation is that one use two

fermionic oscillators to represent a scalar field. The double-spin notation for the fields

reads

Z 7→ |↑〉L ⊗ |↑〉R, X 7→ |↑〉L ⊗ |↓〉R (8.1.1)

Z̄ 7→ |↓〉L ⊗ |↓〉R, −X̄ 7→ |↓〉L ⊗ |↑〉R.

The doublet (|↑〉L, |↓〉L) and (|↑〉R, |↓〉R) form the fundamental representations of su(2)L

and su(2)R, respectively. In this language, the left and right sector factorizes and the

local operators can be excited on either sector. The operators TrXZ · · ·ZX with definite

one-loop anomalous dimension can now be represented as

OR = |↑L〉L ⊗B(u1) · · ·B(uN )|↑L〉R. (8.1.2)

The operators TrZX̄ · · · X̄Z can be represented by

OL = B(u1) · · ·B(uN )|↑L〉L ⊗ |↑L〉R. (8.1.3)

In the computation of correlation functions, we can compute the left sector and the right

sector separately.

8.1.1 Construction of the spin vertex

At tree-level, the computation of correlation functions is reduced to Wick contractions.

In order to mimic the Wick contraction, let us first focus on the left sector and define

the object

〈v12| = εab1〈a| ⊗ 2〈b| = 1〈 ↑ | ⊗ 2〈 ↓ | − 1〈 ↓ | ⊗ 2〈 ↑ | (8.1.4)

where a, b = 0, 1 and 〈0| = 〈↑ |, 〈1| = 〈↓ |. We have the convention that 〈a|b〉 = δab. Then

〈v12| defines a scalar product in the space C2
1 ⊗ C2

2 with the following property

〈v12|↑〉1 ⊗ |↓〉2 = 1, 〈v12|↓〉1 ⊗ |↑〉2 = −1, (8.1.5)

〈v12|↑〉1 ⊗ |↑〉2 = 0, 〈v12|↓〉1 ⊗ |↓〉2 = 0.
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We can define the same object in the right sector. Combining both sectors we can define

〈v12| = L〈v12| ⊗ R〈v12| (8.1.6)

= 1〈Z| ⊗ 2〈Z̄|+ 1〈Z̄| ⊗ 2〈Z|+ 1〈X| ⊗ 2〈X̄|+ 1〈X̄| ⊗ 2〈X|.

The scalar product defined by 〈v12| can be used to mimic Wick contraction. We have

〈v12|Φ〉1 ⊗ |Φ̄〉2 = 1, Φ = X,Z, Z̄, X̄. (8.1.7)

and the other projections gives zero.

We can depict the object 〈v12| as an arc with one end on space 1 and the other end on

space 2, as is shown in Fig.(8.1.1) By taking the tensor products of L copies of 〈v12|’s as

Figure 8.1.1: Construction of the two-point spin vertex by taking tensor products of
〈v12|.

is shown in Fig.(8.1.1), we define the two-point spin vertex. The two-point spin vertex is

an entangled state in the Hilbert space H1⊗H2 where Hi, (i = 1, 2) is the Hilbert space

of the i-th spin chain. Similarly, by taking the tensor product of three pieces of two-point

spin vertices as is shown in Fig.(8.1.2), we construct the three-point spin vertex. This is

an entangled state in the Hilbert space H1 ⊗H2 ⊗H3.

Figure 8.1.2: Construction of the three-point spin vertex by taking tensor products
of two-point spin vertices.
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8.1.2 Properties of spin vertex

We now discuss the two main properties of the spin vertex, which we shall call the

reflection property and the monodromy relation.

Reflection property Let us first consider the one site spin vertex 〈v12|. It is easy to

show that it has the following properties under the action of su(2) generators

〈v12|(S(1)
a + S(2)

a ) = 0, a = ±, z (8.1.8)

where S
(i)
a is the generator for the i-th spin chain. Since the symmetric generators for

the spin chain is the sum of generators for each site, it is trivial to generalize (8.1.8) to

the two-point vertex of length L

〈V12|(S(1)
a + S(2)

a ) = 0, a = ±, z. (8.1.9)

This relation implies that the action of the generators on one of the spin chains can

be ‘reflected’ to the action of other generators on the other spin chain. Using (8.1.9)

we can find the reflection property of the two-point spin vertex for the generators of

the elements of monodromy matrices. Recall that the Lax matrix at position-n can be

written in terms of the symmetric generators as

L(1)
an (u) =

(
u+ i S

(1)
z i S

(1)
−

i S
(1)
+ u− i S(1)

z

)
. (8.1.10)

Acting on the two-point spin vertex, we have

〈V12|L(1)
an (u) = 〈V12|

(
u+ i S

(1)
z i S

(1)
−

i S
(1)
+ u− i S(1)

z

)
= 〈V12|

(
u− i S(2)

z −i S(2)
−

−i S(2)
+ u+ i S

(2)
z

)
(8.1.11)

which can be written compactly as

〈V12|L(1)
an (u) = 〈V12|σ2

(
L(2)
an (u)

)t
σ2, or 〈V12|L(1)

an (u) = −〈V12|L(2)
an (−u) (8.1.12)

where “t” denotes the transposition in the auxiliary space and the multiplication of

Pauli σ2 matrices is also in the auxiliary space. Using the first relation of (8.1.12), it

then follows

〈V12|T (1)
a (u) = 〈V12|σ2

(
T (2)
a (u)

)t
σ2. (8.1.13)
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Notice that the order of the product of the Lax matrices is reversed in the other spin

chain. In terms of components, we have the following relations

〈V12|A(1)(u) = 〈V12|D(2)(u), 〈V12|B(1)(u) = −〈V12|B(2)(u), (8.1.14)

〈V12|D(1)(u) = 〈V12|A(2)(u), 〈V12|C(1)(u) = −〈V12|C(2)(u).

The reflection properties (8.1.14) will be useful in the computation of three-point func-

tions.

The monodromy relation The monodromy condition is the result of reflection prop-

erty and the ‘unitary relation’ of the Lax operator, which simply states that

Lan(u+ i/2)Lan(−u+ i/2) = (u+ iPan)(−u+ iPan) = −(u2 + 1). (8.1.15)

If we act two Lax operators on the two-point spin vertex and use the second equation

of (8.1.12)

〈V12|L(1)
an′(u− i/2)L(2)

an (u+ i/2) = −〈V12|L(2)
an (−u+ i/2)L(2)

an (u+ i/2) (8.1.16)

= −(u2 + 1)〈V12|

here n′ and n denote the position on the first and second spin chain which are connected

by the arc in Fig.(8.1.1). The relation shows that the two-point spin vertex is the eigen-

state of the operator L
(1)
an′(u − i/2)L

(2)
an (u + i/2). Taking into account all the arcs that

form the two-point spin vertex, we obtain

〈V12|T (1)
a (u− i/2)T (2)

a (u+ i/2) = (−1)Lf(u)〈V12| (8.1.17)

where the two monodromy matrix are defined as usual

T (1)
a (u) =

L∏
n=1

L(1)(u− θn + i/2), (8.1.18)

T (2)
a (u) =

1∏
n=L

L(1)(u− θn + i/2)

and the function f(u) is given by

f(u) =
L∏
n=1

((u− θn)2 +
1

4
). (8.1.19)
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Note that the impurities on the two ends of the same arc should be identified. For later

convenience, we introduce the notation

T12(u) ≡ (−1)Lf(u)−1M (1)(u− i/2)M (2)(u+ i/2), (8.1.20)

so that 〈V12|M12(u) = 〈V12|. Graphically this can be represented by Fig.(8.1.3) The mon-

1 L 1L.... ....2 2 1 L 1L.... ....2 2

Figure 8.1.3: Graphical representation of the monodromy relation for two-point spin
vertex.

odromy relation can be generalized to three-point spin vertex. We define the following

monodromy like quantity for the three-point spin vertex

T123(u) = f123(u)−1 t−12(u)t+13(u)t−31(u)t+32(u)t−23(u)t+21(u) (8.1.21)

where t±ij(u) = tij(u± i
2) and

t12(u) =

L12∏
k=1

L
(1)
ak (u− θ(1)

k ), t13(u) =

L1∏
k=L12+1

L
(1)
ak (u− θ(1)

k ), (8.1.22)

t31(u) =

L13∏
k=1

L
(3)
ak (u− θ(3)

k ), t32(u) =

L3∏
k=L13+1

L
(1)
ak (u− θ(3)

k ),

t23(u) =

L23∏
k=1

L
(2)
ak (u− θ(2)

k ), t21(u) =

L2∏
k=L23+1

L
(2)
ak (u− θ(2)

k ).

and

f123(u) = (−1)
1
2

(L1+L2+L3)
L1∏
n=1

((u− θ(1)
n )2 + 1)

L2∏
n=1

((u− θ(2)
n )2 + 1)

L3∏
n=1

((u− θ(3)
n )2 + 1).

(8.1.23)

By similar analysis to the two-point spin vertex, we obtain

〈V123|T123(u) = 〈V123| (8.1.24)

There are at least two reasons that the monodromy relation is interesting.
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Firstly, in the semi-classical limit, when the shift of ±i/2 in (8.1.21) is not important,

T123(u) is approximately the product of the three monodromy matrices of the spin chains,

T123(u) ∝ T1(u)T2(u)T3(u). (8.1.25)

In fact at the strong coupling side, the relation Ω1(u)Ω2(u)Ω3(u) = 1 plays an essential

role in computing the three-point function. What we obtained in (8.1.21) is the weak

coupling counterpart of the monodromy relation at strong coupling. In fact, in the co-

herent state approximation, the spin chain can be described by the Landau-Ginzburg

sigma model, then it is possible to use the same technique from strong coupling and

obtain the semi-classical limit of the three-point function without computing any scalar

products [151] ! This explains the fundamental importance of monodromy relation at

least in the semi-classical limit.

For a spin chain, the states |Ψ〉 which satisfie T (u)|Ψ〉 ∝ |Ψ〉 where T (u) is the mon-

odromy matrix are called Yangian invariants since they are annihilated by all the Yan-

gian generators. The Yangian invariant is studied in different contexts including the

recent works of scattering amplitudes [152–155]. It is interesting to see whether there

are common integrable structures for both on-shell and off-shell quantities.

8.1.3 Three-point functions and spin vertex

In this section, we explain how to use the spin vertex to compute the three-point func-

tions. All the three operators under consideration are in su(2) sector. Let us characterize

the types of three-point functions. Using the double spin notation, each operator can

be excited either in the left sector or in the right sector, but not both. Therefore, the

possible types of three-point functions are LLL, LLR, LRR and RRR. It is obvious that

there are only two independent types, namely the LLL and LLR because the rest two

types are obtained by just renaming left and right.

We will show that the most general quantity we are going to compute is the following

LLL type

CL123 = 〈V123|ez1 S
(1)
− |u1〉 ⊗ ez2 S

(2)
− |u2〉 ⊗ ez3 S

(3)
− |u3〉 (8.1.26)

where |ui〉, (i = 1, 2, 3) are on-shell Bethe states constructed from the algebraic Bethe

ansatz

|ui〉 = B(ui,1) · · ·B(ui,Ni)|Ω〉. (8.1.27)
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The most general external state in the su(2) sector is the on-shell Bethe state rotated

by some global rotation R. Any global rotation can be written in the following ‘normal

ordered’ form

R = ez S−ey SzexS+ (8.1.28)

where x, y, z are three parameters. Acting such an rotation on the on-shell state, and

using the fact that the on-shell Bethe state is the highest weight state S+|u〉 = 0, we

can eliminate the last term. The action of Sz on the Bethe state gives the eigenvalue

which is a constant number for a given state, so the action of the second term amounts

to multiplication of some numerical factor. The only non-trivial piece is the first term.

We thus have

R|u〉 ∝ ez S− |u〉. (8.1.29)

For the LLR case, the structure constant is given by the product of result from two

sectors. In each sector, the result is given as special cases of (8.1.26).

Let us first explain how to compute two-point functions using the spin vertex. Using the

reflection properties (8.1.14) we have

〈V12|u〉|v〉 =〈V12|exS
(1)
− B(1)(u1) · · ·B(1)(uM1)| ↑L〉 ⊗ exS

(2)
− B(2)(v1) · · ·B(2)(vM2)| ↑L〉

(8.1.30)

=〈V12| ↑L〉 ⊗ e(y−x)S
(2)
− B(2)(u1) · · ·B(2)(uM1)B(2)(v1) · · ·B(1)(vM2)| ↑L〉

=〈↓L |e(y−x)S
(2)
− B(2)(u1) · · ·B(2)(uM1)B(2)(v1) · · ·B(1)(vM2)| ↑L〉.

The matrix element which takes the form of the last line of (8.1.30) is nothing but the

pDWPF defined in (3.3.85).

In a similar way, we compute the three-point functions. We first cut the spin chain state

into two subchains, as described in Chapter 4. Then the computation is reduced to the

the cases in (8.1.30) for three pairs of subchains. The final result of (8.1.26) is given in

[150]

CL123 =
∑

u′k∪u
′′
k=uk

z
L12−|u′′1 |−|u′2|
21 z

L23−|u′′2 |−|u′3|
32 z

L31−|u′′3 |−|u′1|
13 C(u′k,u′′k) (8.1.31)
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The factor C(u′k,u′′k) is independent of global rotation and is given by

C(u′k,u′′k) = (−1)|u
′
1|+|u′2|+|u′3|

3∏
k=1

Hu′k,u
′′
k

(8.1.32)

×Zp
(
u′′1 ∪ u′2|θ(12)

)
Zp

(
u′′2 ∪ u′3|θ(23)

)
Zp

(
u′′3 ∪ u′1|θ(31)

)
.

where the Hu′,u′′ was the factor originates from cutting the Bethe states and is given in

(4.2.13). Comparing to the result from tailoring (4.2.17), we find that the main advantage

of (8.1.31) is that each term in the sum are the product of three determinants, instead

of three off-shell/off-shell scalar products.

8.2 Oscillator representation of N = 4 SYM theory

In what follows, we will generalize the spin vertex formalism to all sectors in N = 4

SYM theory. To this end, we introduce the oscillator representation of the psu(2, 2|4)

algebra in this section. We will give the explicit construction of the spin vertex in terms

of the oscillators and discuss the main properties of the spin vertex in the next section.

8.2.1 Oscillator representation for psu(2, 2|4)

Let us first discuss the oscillator representation of the compact version of psu(2, 2|4),

namely psu(4|4). It uses four copies of bosonic oscillators ai, bi, (i = 1, 2) and four

copies of fermionic oscillators ci, (i = 1, 2, 3, 4) satisfying the standard commutation and

anti-commutation relations

[ai, a
†
j ] = δij , [bi, b

†
j ] = δij , {ck, c†l } = δkl, i, j = 1, 2, k, l = 1, · · · , 4. (8.2.33)

we organize the oscillators in an eight-dimensional vector

φ =
(
ai bi ck

)
(8.2.34)

such that the generators of the su(4|4) can be written as

EABcom = φA†φB, EAB†com = EBAcom (8.2.35)

It is straightforward to check that the generators satisfy the gl(4|4) super algebra

[EAB,ECD] = δBC EAD − (−1)(|A|+|B|)(|C|+|D|)δAD ECB (8.2.36)
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where |A| denote the grading of the index. |A| = 0, 1 for bosonic and fermionic indices,

respectively. The non-compact form su(2, 2|4) can be achieved by performing a particle-

hole transformation on one set of the bosonic oscillators, say bi, b
†
i . The particle-hole

transformation is defined by

b→ −b†, b† → b. (8.2.37)

The generators for the non-compact form are given by

EAB = EABcom(b→ −b†, b† → b). (8.2.38)

This transformation preserves the commutation relation (8.2.36) but changes the conju-

gation properties, which now become

EAB† = γ EBA γ, γ = diag(12,−12,14). (8.2.39)

For the sake of symmetry, sometimes it is also convenient to perform a fermionic particle-

hole transformation

di = c†i+2, d†i = ci+2, i = 1, 2. (8.2.40)

In contrary to the bosonic case, the particle-hole transformation for the fermionic oscil-

lators does not change the real form of the algebra. We can arrange the oscillators after

the particle-hole transformation as the following

ψ = (ai,−b†i , ci, d
†
i ), ψ̄ = ψ†γ = (a†i , bi, c

†
i , di). (8.2.41)

The generators can be written as

EAB = ψ̄AψB. (8.2.42)

In order to obtain the representation of psu(2, 2|4), we need to impose the projective

condition that the identity generator, which is one of the central charges of the algebra,

is zero. This is equivalent to

8∑
A=1

EAA =

2∑
i=1

(Nai −Nbi +Nci −Ndi) = 0 (8.2.43)

where Na, Nb, Nc, Nd are the number of respective types of oscillators.
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8.2.2 Oscillator representation and conformal symmetry

Let us now concentrate on the conformal algebra so(4, 2) ' su(2, 2). In the above os-

cillator representation, there is a natural grading with respect to the maximal compact

subalgebra u(1)⊗ su(2)⊗ su(2). We denote the u(1) generator by E, the grading is given

by the value of E

[E,L±µ ] = ±L±µ , [E,L0] = 0. (8.2.44)

In terms of oscillators, they can be written explicitly as

E = 1 +
1

2
(Na +Nb) = 1 +

1

2
(a†a+ b†b), (8.2.45)

L+
µ = −a†σ̄µb†, L−µ = aσµb

with σµ = (−1, ~σ) and σ̄µ = (−1,−~σ) and the summation over bosonic indices is under-

stood.

We would like to identify the above generators with the standard presentation of the

conformal group, which is the group of rotation in the 6d spacetime with the signature

ηAB = (−,+,+,+,+,−). Following the convention of [156], the 6d indices are A,B =

0, 1, 2, 3, 4, 5 with the first four being the indices for the 4d Minkowski spacetime µ, ν =

0, 1, 2, 3. The commutation relations are

[MPQ,MRS ] = i(ηQRMPS − ηPRMQS − ηQSMPR + ηPSMQR). (8.2.46)

The identification of the translations Pµ, special conformal transformations Kµ and the

dilatation D is made as

Pµ = Mµ6 +Mµ5, Kµ = Mµ6 −Mµ5, D = −M56. (8.2.47)

On the other hand, the u(1) generator in the oscillator representation E is given by

E = M06 =
1

2
(P0 +K0). (8.2.48)

The authors of [156] suggests that the oscillator representation and the standard rep-

resentation can be related by a rotation of an imaginary angle −iπ/2 in the 05-plane.

Since the rotation in 05-plane is generated by M05, the rotation can be realized as

U = exp
π

2
M05 = exp

π

4
(P0 −K0). (8.2.49)
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The generators from the two representations are related by

U−1Kµ U = L−µ , U−1 Pµ U = L+
µ , U−1DU = iE. (8.2.50)

Note that the generator L+
0 − L−0 = U−1(P0 − K0)U , which helps to make contact

between the rotated and non-rotated representations. The operator U2 acts like a PT

transformation which changes sign both for the 0 and 5 direction

U−2DU2 = −D, U−2E U2 = −E. (8.2.51)

The relations in (8.2.51) plays an essential role in obtaining the correct form of the

two-point functions in CFT, as is shown in [156]. The derivation is purely algebraic and

holds at all loops. We refer to Appendix C for more details.

At tree level, the rotation U can be written in terms of oscillators

U = exp−π
4

2∑
i=1

(a†ib
†
i + aibi), U † = U. (8.2.52)

By explicit calculation, we find that

U2L±0 U
−2 = −L∓0 , U2L±mU

−2 = L∓m, (8.2.53)

U2P0U
−2 = −K0, U2PmU

−2 = Km, m = 1, 2, 3.

These relations can be obtained from the action of U on the oscillators

U2aU−2 = b†, U2a†U−2 = −b, U2b U−2 = a†, U2b†U−2 = −a. (8.2.54)

We can also see that the operator U2 sends the bosonic Fock vacuuum |0〉B (a, b|0〉B = 0)

to the dual vacuum |0̄〉B defined as

|0̄〉B = U2|0〉B, a†, b†|0̄〉B = 0. (8.2.55)

We note that from (8.2.54), we have

U−4xU4 = −x, x = ai, bi, a
†
i , b
†
i . (8.2.56)
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8.2.3 Oscillator representation and R-symmetry

Now we consider the R-symmetry in a similar way. The R-symmetry algebra is so(6) '
su(4). The generators can be given in terms of fermionic oscillators as

Rkl = c†kcl −
1

4
δklc

†c. (8.2.57)

In analogy to the bosonic case, we can introduce a fermionic rotation defined as

UF = exp−π
4

2∑
i=1

(c†id
†
i + cidi), U †F = U−1

F . (8.2.58)

The action of this rotation on the fermionic oscillators reads

U2
F ci U

−2
F = d†i , U2

F c
†
iU
−2
F = di, U2

Fdi U
−2
F = −c†i , U2

Fd
†
iU
−2
F = −ci, (8.2.59)

which implies that

U4
FxU

−4
F = −x, x = ci, c

†
i , di, d

†
i . (8.2.60)

The U2
F operator also sends the fermionic Fock vacuum |0〉F into its dual Fock vacuum

|0̄〉F

|0̄〉F = U2
F |0〉F , c†i , d

†
i |0̄〉F = 0. (8.2.61)

Finally, we can combine the rotations from both sectors and define the rotation for the

whole sector U = UUF .

8.2.4 States and correlation functions

In this subsection, we explain how to use oscillators to represent the gauge invariant

operators and compute their correlation functions. The operators considered in this

dissertation are gauge invariant single trace operators which are made of fundamental

fields of the theory, or the string bits in view of gauge-string correspondence,

O ∼ Tr (XXZZYΨi · · · )(x). (8.2.62)

When the gauge coupling is zero, these string bits are independent and each of them is in

a state corresponding to the psu(2, 2|4) representation described above. Gauge invariant

operators can then be represented by elements in the tensor product of the individual

string bits. In the spin chain language, string bits are the sites of the spin chain and we
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will introduce a copy of oscillators at each site

ψs =
(
ai,s,−b†i,s, ci,s, d

†
i,s

)
, s = 1, · · · , L. (8.2.63)

In the non-interacting theory, the oscillator representation of the super-conformal algebra

generators are

EAB =
L∑
s=1

EABs , U = U1 ⊗ · · · ⊗UL. (8.2.64)

At higher loops, the radiative corrections will introduce interactions between the string

bits. The space of conformal primary operators O(x) situated at x = 0 is selected by

the highest weight condition

KµO(0) = 0. (8.2.65)

On the other hand, we have the Fock vacuum |0〉 = |0〉1 ⊗ · · · ⊗ |0〉L such that

L−µ |0〉 = 0 ⇒ Kµ U |0〉 = 0. (8.2.66)

Similarly, we can relate the space of primary operators with the space of Fock states |O〉
annihilated by L−µ operator

L−µ |O〉 = 0 ⇒ Kµ U |O〉. (8.2.67)

Translating the operator to other spacetime points can be done with the help of mo-

mentum operator

O(x) = eiPxO(0)e−iPx, (8.2.68)

with the corresponding Fock space representative

eiPxU |O〉. (8.2.69)

Similar relations can be established for the operators and bra states. To sum up, we

have the following operator state correspondence

O(x) ⇔ eiPxU |O〉, (8.2.70)

O†(x) ⇔ 〈O|U †e−iPx.
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The operator state correspondence can be used to compute the two-point functions,

〈O†2(y)O1(x)〉 = 〈O2|U †eiP (x−y)U |O1〉 = 〈O2|U2eL
+(x−y)|O1〉. (8.2.71)

The authors in [156] check explicitly that the result reproduces correctly the Wick con-

tractions of different kinds of fields.

8.3 Spin vertex for all sectors

In this section, we will construct the spin vertex for all sectors at tree level, which is

a generalization of the spin vertex introduced in section 8.1. Before doing so, we first

explain one subtlety when we consider all sectors. In the scalar sector, the operators

under considerations are all scalar operators and their three-point functions are fixed up

to one structure constant. When we consider all sectors, we need to take into account the

operators with non-zero Lorentz spins such as operators involving fermions and covariant

derivatives. As we discussed in Chapter 2, the three-point functions for operators with

non-zero Loretnz spins are only fixed up to tensor structures, each one comes with its

own structure constant. In the general case, it is not yet clear how to compute all these

structure constants. It is easier to compute the three-point functions instead of structure

constants in the generic case. In what follows, we will construct the spin vertex which will

be used to compute two- and three-point functions. If we restrict ourselves to the scalar

sector and factor out the trivial spacetime dependence, we will recover the formulation

we have in section 8.1.

8.3.1 General discussion

We first introduce the two-point spin vertex. Let us first write the two-point correlation

function (8.2.71) in a slightly different way, considering now both operators are repre-

sented by ket states. In order to do this, we need a mapping from a bra state 〈O| to the

ket state |O〉, which will be done via a specially prepared state 〈V12 which lives in the

tensor product of two chains,

(12)〈O| = 〈V12|U−2(1)
F |O〉(2). (8.3.72)
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The factor U
−2(1)
F was added for later convenience. In this language, the two-point func-

tion is given written as

〈O†2(y)O(x)〉 = 〈V12|U†21 e
L+

(1)
(y−x)|O(1)

1 〉 ⊗ |O2〉(2) (8.3.73)

=〈V12|e
−iL+

(1)
(y−x)|O(1)

1 〉 ⊗ |O2〉(2)

=〈V12|e
iL+

(1)
x+iL+

(2)
y|O(1)

1 〉 ⊗ |O2〉(2)

where U2 = U2U2
F , U†2 = U2U−2

F and we have defined

〈V12| = 〈V12|U†21 (8.3.74)

We will show later that 〈V12| can be chosen such that

〈V12|U2†
1 (L+

(1) + L+
(2)) = 〈V12|(L+

(1) + L+
(2)) = 0. (8.3.75)

The state 〈V12|, or its conjugate |V12〉 should play the role of vacuum state, in the sense

that it carries the same quantum numbers as the vacuum. But it is clear that it can not

be the tensor product of two Fock vacua. At tree level, 〈V12| should provide the correct

Wick contractions between the elementary fields in O1 and O†2.

In a similar way, we can define the three-point spin vertex 〈V123| and 〈V123| such that

the three-point function is given by

〈O1(x)O2(y)O3(z)〉 = 〈V123|e
i
(
L+

(1)
x+L+

(2)
y+L+

(3)
z
)
|O1〉 ⊗ |O2〉 ⊗ |O3〉. (8.3.76)

As before, at tree level, the three-point spin vertex can be built from the two-point

vertices

|V123〉 = |V12〉 ⊗ |V13〉 ⊗ |V23〉 (8.3.77)

= U2
(12)|V12〉 ⊗U2

(13)|V13〉 ⊗U2
(23)|V23〉.
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8.3.2 Explicit construction by oscillators

The construction of the two-point spin vertex is given by

|V12〉 ≡U2
1|V12〉 (8.3.78)

= U2
1 exp

[
L∑
s=1

2∑
i=1

(
b
(1)†
i,s a

(2)†
i,s − a

(1)†
i,s b

(2)†
i,s + d

(1)†
i,s c

(2)†
i,s − c

(1)†
i,s d

(2)†
i,s

)]
|0〉(1) ⊗ |0〉(2)

= exp

[
−

L∑
s=1

2∑
i=1

(
a

(1)
i,s a

(2)†
i,s − b

(1)
i,s b

(2)†
i,s + d

(1)
i,s c

(2)†
i,s + c

(1)
i,s d

(2)†
i,s

)]
|0̄〉(1) ⊗ |0〉(2)

where |0̄〉 = U2|0〉. In order to mimic the planar Wick contraction we revert the order

of the tensor product in the second spin chain

|0〉(1) ⊗ |0〉(2) =
(
|0〉(1)

1 ⊗ · · · ⊗ |0〉
(1)
L

)
⊗
(
|0〉(2)

L ⊗ · · · ⊗ |0〉
(2)
1

)
. (8.3.79)

The three-point spin vertex can be constructed by combining (8.3.77) and (8.3.78). The

two-point spin vertex (8.3.78) can be expanded as the following

|V12〉 =
∑

Na,Nb,Nc,Nd

|N̄a, N̄b, N̄c, N̄d〉(1) ⊗ |Na, Nb, Nc, Nd〉(2), (8.3.80)

with

|N̄a, N̄b, N̄c, N̄d〉 =
(−1)Na+Nc−Nd
√
Na!Nb!

2∏
k=1

a
Nak
k b

Nbk
k c

Nck
k d

Ndk
k |0̄〉 (8.3.81)

|Na, Nb, Nc, Nd〉 =
1√

Na!Nb!

2∏
k=1

(a†k)
Nak (b†k)

Nbk (c†k)
Nck (d†k)

Ndk |0〉

where Na! = Na1 !Na2 ! and Nb! = Nb1 !Nb2 !. One can easily project the vertex (8.3.80) on

the states satisfying zero charge condition Na −Nb +Nc −Nd = 0.

8.3.3 Properties of the spin vertex

We now study the properties of the spin vertex. The most important properties are again

the reflection property and the monodromy relation.
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Reflection property From the explicit construction, one can see the reflection prop-

erties for the oscillators easily

(a
(1)†
i,s + b

(2)
i,s )|V12〉 = (b

(1)†
i,s − a

(2)
i,s )|V12〉 = 0, (8.3.82)

(a
(1)
i,s + b

(2)†
i,s )|V12〉 = (b

(1)
i,s − a

(2)†
i,s )|V12〉 = 0,

(c
(1)
i,s + d

(2)†
i,s )|V12〉 = (d

(1)
i,s − c

(2)†
i,s )|V12〉 = 0,

(d
(1)†
i,s + c

(2)
i,s )|V12〉 = (c

(1)†
i,s − d

(2)
i,s )|V12〉 = 0.

Using these relations, we can deduce the reflection properties for the generators of the

algebra, which leads to(
EAB(1)
s + ẼAB(2)

s + (−1)|B|δAB
)
|V12〉 = 0, s = 1, · · · , L. (8.3.83)

where

ẼAB = U2(EAB + (−1)|B|δAB)U−2. (8.3.84)

The reflection property can be written in |V12〉 simply as(
EAB(1) + EAB(2) + (−1)|B|δAB

)
|V12〉 = 0, s = 1, · · · , L. (8.3.85)

Using the reflection properties of the symmetric generators, we can derive the reflection

properties of the Lax matrix and monodromy matrix as before. The definition of the

Lax matrix depends on the representations of auxiliary space and quantum space. Here

we choose both spaces in the fundamental representation and the one-loop Lax matrix

is given by

Lan(u) = u− i

2
− i(−1)|A| EABa EBAn (8.3.86)

where a and n denotes the auxiliary space and the quantum space, respectively. Then it

is straightforward to show that

L(1)(u)|V12〉 = −L(2)(−u)|V12〉. (8.3.87)

The reflection properties of the elements of monodromy relation follows from (8.3.87).

The monodromy relation The other important property, namely the monodromy

relation can also be generalized to all sectors. Here we construct the monodromy matrix

with the auxiliary space in the fundamental representation. For the monodromy matrix
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with the auxiliary space in the physical representation, the construction for the com-

pact so(6) sector is relatively straightforward, but the construction for the non-compact

sectors like sl(2) sector is more subtle and will not be discussed here.

In the representations chosen by us, the R-matrix for the psu(2, 2|4) reads

R01(u) = u− iΠ01, Π01 = (−1)|A|EAB0 EAB1 (8.3.88)

where Π01 is the super-permutation. For the definition in (8.3.88), the super permutation

satisfies

Π2
01 = −Π01. (8.3.89)

The derivation of the above relation uses the fact that in the physical representation

c = EAA1 = ψAψ̄A = 0 and in the auxiliary representation EAA0 = 1. Using (8.3.89), we

can show that the R-matrix satisfies the following unitary representation

R01(u)R01(−u− i) = −u(u+ i). (8.3.90)

In general, the form of unitary condition depends on the central charge c = EAA1 of the

physical representation. For generic c, the unitary condition reads

R01(u)R01(i(c− 1)− u) = −u(i(c− 1) + u)− c. (8.3.91)

Combing the reflection property (8.3.87) and unitary condition (8.3.90), we arrive at the

following relation

R01(u)R02(u)|V12〉 = −R01(u)R01(−i− u)|V12〉 = u(u+ i)|V12〉. (8.3.92)

By taking products of the above relation, we obtain the monodromy relation for the

two-point spin vertex

T12(u)|V12〉 = R
(1)
01 (u) · · ·R(1)

0L (u)R
(2)
0L (u) · · ·R(2)

01 (u)|V12〉 = (u(u+ i))L|V12〉. (8.3.93)

as well as for the three-point spin vertex with T123(u) defined by

T123(u) = t12(u)t13(u)t31(u)t32(u)t23(u)t21(u) (8.3.94)

where tij(u) are defined as products of the corresponding R-matrices with the proper

shifts.
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The subsectors The psu(2, 2|4) R-matrix can be readily reduced to different subsec-

tors, just by restricting the sum in the definition of the central charge (8.2.43) to the

corresponding subsector. As a result, the central charge can take non-zero value c = EAA1 .

– In the su(1|1), su(2|3) and su(2) sector, where the fields belong to the fundamental

representation, c = 1, so the unitary condition is modified

Π2
01 = 1, R01(u)R01(−u) = −(u2 + 1) (8.3.95)

and the corresponding monodromy relation reads

R01(u)R02(u− i)|V12〉 = −R01(u)R02(−u)|V12〉 = (u2 + 1)|V12〉. (8.3.96)

– In the sl(2) sector, c = 0, so the unitary condition and monodromy condition are the

same as for psu(2, 2|4).

– In the so(6) sector, we have c = 2, so that

Π2
01 = Π01 + 2, R01(u)R01(i− u) = u(i− u)− 2. (8.3.97)

The monodromy condition is then

R01(u)R02(u− 2i)|V12〉 = −R01(u)R01(i− u)|V12〉 = (u(u− i) + 2)|V12〉. (8.3.98)

8.4 From spin vertex to string vertex

In this section, we take the BMN limit of the spin vertex and compare to the string

vertex in the light-cone string field theory.

8.4.1 A brief review of light-cone string field theory

We review briefly the light-cone string field theory for strings on the pp-wave background

[157–161] and refer the interested readers to [162, 163] and references therein for more

detail.

The fundamental object in SFT is the string field operator Φ which creates and destroys

strings. The Hilbert space on which the string field operator acts is a direct sum of

n-string Hilbert spaces:

H = |vac〉 ⊕ H1 ⊕H2 ⊕ ..., Hn = H1 ⊗ ...⊗H1︸ ︷︷ ︸
n

(8.4.99)
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where H1 is the Hilbert space of a single string. The string interactions are described by

the matrix elements of the Hamiltonian which has the following expansion in coupling

constant gs

H = H2 + gsH3 + g2
sH4 + ..., (8.4.100)

where H2 is the free part of the Hamiltonian and Hk describes interactions involving

k strings. In this paper, we focus on the cubic interactions which are described by the

following matrix elements

λ123 = 〈2|〈3|H3|1〉 = 〈1|〈2|〈3|H3〉, (8.4.101)

where 〈1|, 〈2|, 〈3| are three string states. In the second equality the matrix element is

written in a more customary way by introducing the so-called cubic string vertex |H3〉.

The principle to construct the string vertex is simple. For bosonic strings, the string ver-

tex |H3〉 is constructed by requiring worldsheet continuity at interacting point, which can

be realized by imposing a delta functional ∆
(
X1(σ)−X2(σ)−X3(σ)

)
in the functional

integral over all possible configurations of three strings. The integral can be computed

straightforwardly, leading to the following form of the bosonic string vertex 1

|V 〉 = exp

(
− 1

2

∞∑
m,n=−∞

3∑
r,s=1

8∑
i=1

a(r)i†
m N rs

mna
(s)i†
n

)
|0〉〉. (8.4.102)

Here |0〉〉 denotes the vacuum of three-string Hilbert space |0〉〉 ≡ |0〉1 ⊗ |0〉2 ⊗ |0〉3.

The indices r and s denote the number of strings, i denotes the polarization of the

excitation and m,n are the mode numbers of the excitations. The quantities N rs
mn are

called Neumann coefficients and characterize the interactions between excitations of

different strings.

For superstrings, in addition to worldsheet continuity, one also needs to require that

supersymmetry is respected by the string vertex. This can be achieved by acting a

new operator P on the exponential part (8.4.102). This operator can be written as

polynomials of the creation operators a
(r)i
m and is called the prefactor. The string vertex

for superstring thus takes the following form

|H3〉 = P|V 〉. (8.4.103)

However, it turns out that supersymmetry is not restrictive enough to fix the prefactor

uniquely and there have been several proposals in the literature originating from different

1. Note that we use different notations from the ones in [164]. Our creation operator a
(r)i†
m is denoted

by α
(r)i†
m in [164] and our Neumann coefficient Nrs

mn is denoted by Ñrs
mn in [164].
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motivations. Here we will use the prefactor proposal by Dobashi and Yoneya [165]. The

reason is that their proposal has the virtue that works for both extremal and non-

extremal 2 correlation functions [164]. Interestingly, the prefactor of Dobashi and Yoneya

is the half sum of two prefactors P1 and P2 proposed in [157–160] and [166] respectively

Ph =
1

2
P1 +

1

2
P2, (8.4.104)

more explicitly

Ph =
3∑
r=1

(
8∑
i=5

∞∑
m=0

ω
(r)
m

α(r)
a(r)i†
m a(r)i

m +
4∑
i=1

∞∑
m=0

ω
(r)
m

α(r)
a
i(r)†
−m a

(r)i
−m

)
, (8.4.105)

where ω
(r)
n =

√
n2 + µ2α2

(r) and α(r) = α′p+
(r).

After one fixes the string vertex, the matrix elements of H3 can be computed straight-

forwardly. According to [165], the holographic relation between matrix element of the

H3 and OPE coefficients in BMN limit is given by

C123 =

√
J1J2J3

N

G(∆1,∆2,∆3)

µ(∆2 + ∆3 −∆1)
λ123. (8.4.106)

Here C123 is the structure constant of the three-point correlation function 3

〈O1(x1)O2(x2)O3(x3)〉 =
C123

|x12|∆1+∆2−∆3 |x13|∆1+∆3−∆2 |x23|∆2+∆3−∆1
(8.4.107)

where xµij = xµi −x
µ
j , ∆i is the conformal dimension of the operator Oi and the function

G(∆1,∆2,∆3) reads

G(∆1,∆2,∆3) =

(
f
J2J3

J1

)−(∆2+∆3−∆1)/2

Γ

(
∆2 + ∆3 −∆1

2
+ 1

)
. (8.4.108)

Finally, we want to emphasis that the holographic relation between the matrix elements

of H3 and the OPE coefficient in N = 4 is not completely understood. The holographic

relation (8.4.106) works well at the leading order [164, 167]. However, at higher loop

order, the large µ expansion of the function G(∆1,∆2,∆3) give rises to non-perturbative

terms such as log µ, the interpretation of which is still unclear.

2. The extremal and non-extremal correlation functions corresponds to the impurity preserving and
impurity non-preserving processes in [164] respectively.

3. Note that here the definition for C123 is slightly different from the one we used before. We change
the normalization here because (8.4.107) is more commonly used in the BMN limit.
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8.4.2 Polynomial Representation of Spin Vertex

We consider the so(6) sector of N = 4 SYM. The spin vertex for the so(6) sector is

constructed by fermionic oscillators. On the other hand, the cubic string vertex in SFT

is constructed in terms of bosonic oscillators. In order to derive SFT from spin vertex,

we introduce a polynomial representation for the spin vertex in the so(6) sector. From

the polynomial representation, it is then straightforward to construct the spin vertex

using bosonic oscillators and make contact with SFT.

In what follows, as a convention, we choose operator O1 to be the “incoming” state and

O2, O3 to be “outgoing” states, as is depicted in Fig. 8.4.4. The BMN vacuum for the

Figure 8.4.4: The configuration for three-point functions. The black lines correspond
to the contractions of Z and Z̄ and the red dashed lines correspond to the contractions

of excitations φi, i = 1, 2, 3, 4.

incoming and outgoing states at each site are a scalar field Z and Z̄ respectively. The

“vacuum” can have different excitations, namely scalars excitations, vector excitations

and fermionic excitations. As mentioned before, we consider here only scalar excitations.

The three operators are thus made of the following fields

O1 : {Z, φi}, O2 : {Z̄, φi}, O3 : {Z̄, φi}, i = 1, 2, 3, 4 (8.4.109)

Following [164], we normalize the operators as

〈Oi(x1)Oi(x2)〉 =
1

(x1 − x2)2∆i
, i = 1, 2, 3 (8.4.110)

where at leading order we have ∆i = Li. The three-point function of three scalar oper-

ators is determined up to a constant called structure constant by conformal symmetry

〈O1(x1)O2(x2)O3(x3)〉 =

√
L1L2L3

Nc

c123

|x12|∆1+∆2−∆3 |x13|∆1+∆3−∆2 |x23|∆2+∆3−∆1
.

(8.4.111)
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At the leading order, we have

∆i + ∆j −∆k = Li + Lj − Lk = 2Lij , i, j, k = 1, 2, 3 (8.4.112)

where Lij is the number of propagators between operators i and j. The structure constant

c123 is related to the one in (8.4.107) by C123 =
√
L1L2L3
N c123 . The computation of c123

can be formulated in the spin vertex formalism. In our case, we only need the scalar

sector of the spin vertex, which can be obtained by a truncation from the full spin

vertex. The scalar sector corresponds to the fermionic part of the spin vertex. Let us

recall the fermionic part of the two-point spin vertex at each site from

|v12〉 = exp
∑
i=1,2

(
d

(1)†
i d

(2)
i + c

(1)†
i c

(2)
i

)
|0〉(1) ⊗ |0̄〉(2) (8.4.113)

The vacuum |0〉 and dual vacuum |0̄〉 correspond to the scalar field Z and Z̄ respectively

and satisfy

ci|0〉 = di|0〉 = 0, c†i |0̄〉 = d†i |0̄〉 = 0, i = 1, 2. (8.4.114)

More explicitly, we can write |0̄〉 = c†1c
†
2d
†
1d
†
2|0〉. We want to expand (8.4.113) and write

the spin vertex in a more transparent way. The expansion leads to a sum of many terms,

among which we keep only the terms with Nc = Nd, where Nc and Nd counts the number

of operators ci, c
†
i and di, d

†
i , respectively. The terms which satisfy this condition in the

expansion read

|v12〉scalar ≡ |v12〉Nc=Nd = |0〉 ⊗ |0̄〉+
2∑

i,j=1

d
(1)†
i c

(1)†
j |0〉 ⊗ d(2)

i c
(2)
j |0̄〉+ |0̄〉 ⊗ |0〉 (8.4.115)

Let us define the following states corresponding to the scalar fields X,Y and their

hermitian conjugates X̄, Ȳ

|X〉 ≡ d†1c
†
1|0〉 = d2c2|0̄〉, |X̄〉 ≡ d†2c

†
2|0〉 = d1c1|0̄〉 (8.4.116)

|Y 〉 ≡ d†1c
†
2|0〉 = c1d2|0̄〉, |Ȳ 〉 ≡ c†1d

†
2|0〉 = d1c2|0̄〉.

Then we have

|v12〉scalar =
∑

a=X,Y,Z

(|a〉 ⊗ |ā〉+ |ā〉 ⊗ |a〉) , (8.4.117)
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We can further define the states corresponding to the real scalar fields φi, i = 1, 2, 3, 4

as the following

|X〉 =
1√
2

(|Φ1〉+ i|Φ2〉), |X̄〉 =
1√
2

(|Φ1〉 − i|Φ2〉) (8.4.118)

|Y 〉 =
1√
2

(|Φ3〉+ i|Φ4〉), |Ȳ 〉 =
1√
2

(|Φ3〉 − i|Φ4〉)

which gives

|v12〉scalar = |Z〉 ⊗ |Z̄〉+ |Z̄〉 ⊗ |Z〉+

4∑
i=1

|φi〉 ⊗ |Φi〉 (8.4.119)

The spin vertex for three-point functions of our set-up is obtained by taking the appro-

priate tensor products of the vertex in (8.4.119), which reads

|V3〉 =

L12∏
k=1

(
|Z〉(1)

L1−k+1 ⊗ |Z̄〉
(2)
k + |Z̄〉(1)

L1−k+1 ⊗ |Z〉
(2)
k +

4∑
i=1

|Φi〉(1)
L1−k+1 ⊗ |Φi〉(2)

k

)
⊗

(8.4.120)

L13∏
k=1

(
|Z〉(1)

k ⊗ |Z̄〉
(3)
L3−k+1 + |Z̄〉(1)

k ⊗ |Z〉
(3)
L3−k+1 +

4∑
i=1

|Φi〉(1)
k ⊗ |Φi〉(3)

L3−k+1

)
⊗

L23∏
k=1

(
|Z〉(2)

L2−k+1 ⊗ |Z̄〉
(3)
k + |Z̄〉(2)

L2−k+1 ⊗ |Z〉
(3)
k +

4∑
i=1

|Φi〉(2)
L2−k+1 ⊗ |Φi〉(3)

k

)
.

where the upper indices denote the spin chains and the lower indices denote the positions

on the corresponding spin chains. In order to obtain a polynomial representation, let us

define the following generating states for the three spin chains

|F1〉 =

L1∏
k=1

(
|Z〉k +

4∑
i=1

xik|Φi〉k

)
(8.4.121)

|F2〉 =

L2∏
k=1

(
|Z̄〉k +

4∑
i=1

yik|Φi〉k

)

|F3〉 =

L3∏
k=1

(
|Z̄〉k +

4∑
i=1

zik|Φi〉k

)

where we couple each excitation with an auxiliary variable. The three states can be

obtained in the following way

|1〉 = Ψ1(∂x)|F1〉|xi=0 , |2〉 = Ψ2(∂y)|F2〉|yi=0 , |3〉 = Ψ3(∂z)|F3〉|zi=0 (8.4.122)
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where Ψ1(∂x),Ψ2(∂y) and Ψ3(∂z) are three differential operators of the following form

Ψ(∂x) =
∑
n,I

cIn

L∏
k=1

(∂ikk )nk , ∂ikk ≡
∂

∂xikk
, nk = 0, 1 (8.4.123)

Here n = {n1, · · · , nL} and I is a collective index indicating the polarizations of the

excitations. Each differential operator specifies one spin chain state. Integrability of the

spin chain usually provides systematic way to construct the differential operators. In

our case, for example, the differential operator can be constructed systematically by the

nested Bethe ansatz. According the the spin vertex formalism

c123 =〈1|〈2|〈3|V3〉 (8.4.124)

= Ψ1(∂x)Ψ2(∂y)Ψ3(∂z)〈F1|〈F2|〈F3|V3〉|xi,yi,zi=0

= Ψ1(∂x)Ψ2(∂y)Ψ3(∂z)V3(x,y, z)|xi,yi,zi=0

where V3(xi,yi, zi) is the polynomial representation of the spin vertex which reads

V3(xi,yi, zi) =

L12∏
k=1

(1 + yikx
i
L1−k+1)

L13∏
k=1

(1 + xikz
i
L3−k+1)

L23∏
k=1

ziky
i
L2−k+1 (8.4.125)

In the polynomial representation, the spin vertex (8.4.125) is given by a polynomial in

terms auxiliary variables xi,yi, zi. The states are given by three differential operators,

which can be constructed by Bethe ansatz. Note that the commutation relations of ∂/∂x

and x are the same as commutation relations of bosonic creation and annihilation oper-

ators. Therefore, we can map the auxiliary variables and the corresponding derivatives

into creation and annihilation operators

xik → α
(1)i†
k , yik → α

(2)i†
k , zik → α

(3)i†
k (8.4.126)

∂

∂xik
→ α

(1)i
k ,

∂

∂yik
→ α

(2)i
k ,

∂

∂zik
→ α

(3)i
k

and the spin vertex can be written as

|V3〉B ≡ V3

(
α

(1)i†
k , α

(2)i†
k , α

(3)i†
k

)
|0〉B (8.4.127)

here we use |V3〉B to emphasis that this vertex is constructed by bosonic oscillators

instead of fermionic ones as in (8.4.120). The new Fock vacuum is defined to be the

state that is annihilated by all the bosonic annihilation operators

α
(r)i
k |0〉B = 0 (8.4.128)
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The corresponding states can be written as

〈1| ≡ 〈0|Ψ1

(
α

(1)i
k

)
, 〈2| ≡ 〈0|Ψ2

(
α

(2)i
k

)
, 〈3| ≡ 〈0|Ψ3

(
α

(3)i
k

)
(8.4.129)

and the structure constant is given by

c123 = 〈1|〈2|〈3|V3〉B. (8.4.130)

where both the spin vertex and the states are now constructed by bosonic oscillators.

The formulation we described up to now is applicable to any three states in our set-up.

In the next section, we will take the BMN limit of (8.4.127) and show that it reproduces

the string vertex in SFT.

8.4.3 BMN Limit of the Spin Vertex

The BMN limit for N = 4 SYM mainly contains two approximations. The first is a dilute

gas approximation, which means the number of excitations is finite and are distributed

sparsely. The second approximation is that the momenta of the excitations are small

and scales like ∼ 1/L where L is the length of the spin chain, which is taken to be very

large.

We start by recalling the spin vertex in polynomial representation in (8.4.125)

V3(xi,yi, zi) =

L12∏
k=1

(1 + xiL1−k+1y
i
k)

L13∏
k=1

(1 + ziL3−k+1x
i
k)

L23∏
k=1

yiL2−k+1z
i
k (8.4.131)

The length of each spin chain is equal to the sum of number of vacuum field Z or Z̄ and

number of excitations. We denote the number of vacuum fields by Ji and the number of

excitations by Ni so that the length of the spin chain Li is given by Li = Ji + Ni. By

dilute gas assumption, we have Ji � Ni and hence Li ' Ji. Due to charge conservation,

we have J1 = J2 + J3, hence we can write J1 = J , J2 = rJ , J3 = (1 − r)J , where

0 < r < 1. The number of contractions between different operators are approximately

L12 ' J2 = rJ, L13 ' J3 = (1− r)J, L23 = M =
1

2
(N2 +N3 −N1). (8.4.132)

In what follows, we use M to denote the number of contractions between the two ‘out-

going’ operators. By BMN assumption, M � J . The three-point functions for M = 0

are called impurity preserving, or extremal while for M 6= 0 are called impurity non-

preserving or non-extremal. For the extremal correlator, when diagonalizing anomalous

dimension matrix one have to deal with the mixing between single trace and double

trace operators. On the contrary, for the non-extremal cases, the contribution from
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double trace operators are 1/Nc-suppressed and can be neglected in the planar limit,

which makes the computation much simpler from gauge theory aspect. On the other

hand, the earlier proposals for string field theory and duality relations work only for the

extremal cases. A string field theory applicable to non-extremal cases as well as extremal

is the holographic string field theory proposed by Dobashi and Yoneya [164, 165]. Here

we consider only the non-extremal cases so we always assume M 6= 0.

By (8.4.126), we map xik, y
i
k and zik to creation operators. In order to obtain creation

operators in the momentum space, we perform the mode expansion of the bosonic oscil-

lator

α
(r)i†
k =

1√
Jr

∞∑
n=−∞

e
2πnk
Jr a(r)i†

n , r = 1, 2, 3 (8.4.133)

Let us investigate the part of spin vertex corresponding to the contractions between

operators 1 and 2.

V12 =

L12∏
k=1

(1 + α
(1)i
L1−k+1α

(2)i
k ) ≈ exp

 1

J
√
r

∑
n

(1)
i ,n

(2)
i

J2∑
k=0

e
2πin

(2)
i

k

J2
−

2πin
(1)
i

k

J1 a
(1)i†
n

(1)
i

a
(2)i†
n

(2)
i


(8.4.134)

= exp

− ∑
n

(1)
i ,n

(2)
i

N 12

n
(1)
i n

(2)
i

a
(1)i†
n

(1)
i

a
(2)i†
n

(2)
i

 .

In the first line, the summation over k gives

J2∑
k=0

e
2πin

(2)
i

k

J2
−

2πin
(1)
i

k

J1 ' Je−πirn
(1)
i

sinπrn
(1)
i

π(n
(1)
i − n

(2)
i /r)

= J
√
r(−1)n

(1)
i +n

(2)
i e−πirn

(1)
i N12

n
(1)
i n

(2)
i

(8.4.135)

Therefore our Neumann coefficient from spin vertex is related to the Neumann coefficient

in SFT [168, 169] by a simple phase factor

N 12

n
(1)
i n

(2)
i

= (−1)n
(1)
i +n

(2)
i e−πirn

(1)
i N12

n
(1)
i n

(2)
i

. (8.4.136)

The explicit form of Neumann coefficient at the leading order of large µ expansion can

be found in Appendix D. Similarly, for the contractions between operators 1 and 3, we
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have

V13 =

L13∏
k=1

(1 + α
(1)i
k α

(3)i
L3−k+1) ' exp

√1− r
J

∑
n

(1)
i ,n

(3)
i

J3∑
k=0

e
2πin

(1)
i

k

J1
−

2πin
(3)
i

k

J3 a
(1)i†
n

(1)
i

a
(3)i†
n

(3)
i


(8.4.137)

= exp

− ∑
n

(1)
i ,n

(3)
i

N 13

n
(1)
i n

(3)
i

a
(1)i†
n

(1)
i

a
(3)i†
n

(3)
i


where our Neumann coefficient is related to the SFT Neumann coefficient by

N 13

n
(1)
i n

(3)
i

= (−1)n
(1)
i e−iπrn

(1)
i N13

n
(1)
i n

(3)
i

(8.4.138)

For the contractions between operators 2 and 3, we have

V23 =

M∏
k=1

α
(3)i
k α

(2)i
L2−k+1 =

M∏
k=1

1

J
√
r(1− r)

∑
n

(2)
i ,n

(3)
i

e
2πikn

(3)
i

J3
−

2πikn
(2)
i

J2 a
(2)i†
n

(2)
i

a
(3)i†
n

(3)
i

(8.4.139)

By dilute gas approximation N � Ji, so that in the above product k ≤ N � J2, J3.

Also we assume that the momentum of the excitations are small, meaning n
(2)
i � J2

and n
(3)
i � J3. Therefore the phase factor in (8.4.139) is trivial

e
2πikn

(3)
i

J3
−

2πikn
(2)
i

J2 ≈ 1 (8.4.140)

and V23 simplifies to

V23 =

 1

J
√
r(1− r)

∑
n

(2)
i ,n

(3)
i

a
†(2)i

n
(2)
i

a
†(3)i

n
(3)
i


M

=

(
J

4πµ|α(1)|

)−M − ∑
n

(2)
i ,n

(3)
i

N 23

n
(2)
i n

(3)
i

a
†(2)i

n
(2)
i

a
†(3)i

n
(3)
i


M

.

(8.4.141)

where our Neumann coefficient is given by

N 23

n
(2)
i n

(3)
i

= (−1)n
(2)
i N23

n
(2)
i n

(3)
i

. (8.4.142)

Let us consider the following vertex

Ṽ23 = exp

− ∑
n

(2)
i ,n

(3)
i

N 23

n
(2)
i n

(3)
i

a
†(2)i

n
(2)
i

a
†(3)i

n
(3)
i

 . (8.4.143)



Contents 153

which can be expanded as

Ṽ23 =
∞∑

M=0

1

M !

− ∑
n

(2)
i ,n

(3)
i

N 23

n
(2)
i n

(3)
i

a
†(2)i

n
(2)
i

a
†(3)i

n
(3)
i


M

(8.4.144)

For a given configuration, the number M is fixed and the action of states will automat-

ically pick out the term in Ṽ23 with the corresponding M . Hence we can replace V23

by

V23 −→
(

J

4πµ|α(1)|

)−M
M ! · Ṽ23 (8.4.145)

Recalling that at leading order

M =
1

2
(L2 + L3 − L1) =

1

2
(∆2 + ∆3 −∆1), (8.4.146)

we can write the factors in front of Ṽ23 in (8.4.145) as

(
J

4πµ|α(1)|

)−M
M ! =

(
J

4πµ|α(1)|

)−(∆2+∆3−∆1)/2

Γ

(
∆2 + ∆3 −∆1

2
+ 1

)
(8.4.147)

In SFT [164], the factor J1/4πµ|α(1)| is the leading term of the large µ expansion of the

following factor

f
J2J3

J1
=

J

4πµ|α(1)|
+O(

1

µ2
) (8.4.148)

so that at the leading order, we have

(
J

4πµ|α(1)|

)−M
M ! '

(
f
J2J3

J1

)−(∆2+∆3−∆1)/2

Γ

(
∆2 + ∆3 −∆1

2
+ 1

)
(8.4.149)

The right hand side is nothing but the function G(∆1,∆2,∆3) in (8.4.106) and (8.4.108).

From our derivation, it is clear that the function G(∆1,∆2,∆3) is intimately related to

the interaction between the two outgoing states. Therefore it is crucial for the matching

between SFT calculation and the non-extremal three-point functions.

We can define our spin vertex operator as

VBMN = G(∆1,∆2,∆3)V12V13Ṽ23. (8.4.150)

This is very close to the 3-point vertex from string theory including the correct G-

factor, except that our Neumann coefficients seem to be different from those of SFT by

some phase factors. We shall show that these phase factors are trivial if we consider the
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physical states that satisfy the level matching conditions. When acting physical states

on the spin vertex, we obtain the product of Neumann coefficients of the following type

(−1)L12+L23+L13
∏
12

N 12

p
(1)
i p

(2)
i

∏
13

N 13

q
(2)
i q

(3)
i

∏
23

N 23

r
(2)
i r

(3)
i

(8.4.151)

= phase · (−1)L12+L23+L13
∏
12

N12

p
(1)
i p

(2)
i

∏
13

N13

q
(2)
i q

(3)
i

∏
23

N23

r
(2)
i r

(3)
i

.

From (8.4.136),(8.4.138) and (8.4.142), the phase factor is

phase =
∏
12

(−1)p
(1)
i +p

(2)
i e−πirp

(1)
i

∏
13

(−1)q
(1)
i e−πirq

(1)
i

∏
23

(−1)r
(2)
i (8.4.152)

=(−1)
∑
i p

(1)
i +q

(1)
i (−1)

∑
i p

(2)
i +r

(2)
i e−

∑
i πi(p

(1)
i +q

(1)
i ) = 1

where we have used the level matching conditions

∑
i

p
(1)
i + q

(1)
i =

∑
i

p
(2)
i + r

(2)
i = 0. (8.4.153)

This means that if we consider the physical states, we can replace our Neumann coef-

ficients N rs
m,n by the Neumann coefficients of SFT Ñ rs

m,n since the phase factors cancels

out. To sum up, from the spin vertex in the BMN limit, we obtain at the leading order

the following cubic vertex

|VBMN〉 = G(∆1,∆2,∆3) exp

−1

2

3∑
r,s=1
r 6=s

a(r)i†
m N rs

mna
(s)i†
n

 |0〉. (8.4.154)

Notice that in the exponent we impose the condition r 6= s, while in SFT the Neumann

coefficients Ñ rr
mn, which corresponds to interactions between the excitations of the same

string, are non-zero. However these Neumann coefficients will appear only at higher

orders in the large µ expansion. It is an interesting question whether we can obtain this

kind of Neumann coefficients from weak coupling at higher loops, which we leave for

future investigation. Therefore at the leading order, we have

|VBMN〉 = G(∆1,∆2,∆3)|V 〉. (8.4.155)

To complete our derivation, we also need to show that the spin chain states in the BMN

limit also takes the same form as the ones in SFT. In the BMN limit, the scattering

phases are zero which means there is no interaction between excitations. Therefore, the

wave functions of the spin chain states are simply given by plane waves. In terms of
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bosonic oscillators, a BMN state at the leading order can be represented by

〈n1, · · · , nN | =
1√
LN

L∑
x1,··· ,xN=1

〈0|αiix1
· · ·αiNxN e

− 2πi
L

(n1x1+···+nNxN ) (8.4.156)

where L is the length of the spin chain, αikxk is the bosonic oscillator introduced in

(8.4.126) and creates an excitation at position xk with polarization ik from the dual

vacuum. Here n1, · · · , nN are the mode numbers of the excitations. Performing the mode

expansion in (8.4.133), we have simply

〈n1, · · · , nN | = 〈0|ai1n1
· · · aiNnN (8.4.157)

which takes exactly the same form as the states in SFT.

There is another difference between the spin vertex and string vertex. In SFT, one has

to take into account the non-trivial prefactor while we do not have similar prefactor

in the spin vertex formalism. However, as argued by Dobashi and Yoneya [164], at the

leading order, the action of prefactor on the states gives rise to a simple factor, which

cancels neatly the holographic factor 1/µ(∆2 + ∆2−∆1). Let us briefly review how this

works. The prefactor for scalar excitations at the leading order reads

Ph =µ(a
(2)i†
0 a

(2)i
0 + a

(3)i†
0 a

(3)i
0 − a(1)i†

0 a
(1)i
0 ) (8.4.158)

+
µ

2

∞∑
m=1

(a(2)i†
m a(2)i

m + a(3)i†
m a(3)

m − a(1)i†
m a(1)i

m + [m→ −m])

+
µ

2

∞∑
m=1

(a(2)i†
m a

(2)i
−m + a(3)i†

m a
(3)i
−m − a(1)i†

m a
(1)i
−m + [m→ −m])

The operators in the first two lines take the form of counting operators a†mam, hence once

acted on physical states, they just count the number of difference of excitations between

the incoming state 1 and out-going states 2 and 3, which is N2 + N3 −N1 = 2M . The

contribution from the first two lines is simply µM . In order to calculate the contribution

from the third line, we need to make use of the symmetry of the Neumann coefficients

N rs
−n,m = N rs

n,−m, N rs
mn = N rs

−m,−n. The operators in the third line a†ma−m change the sign

of mode numbers. Consider first the contractions between operators 1 and 2. Changing

the sign of mode numbers of either operator gives the same result due to the symmetry

of the Neumann coefficient. It is the same for the contractions between operators 1 and

3. Therefore the contributions for the impurity preserving part cancel and we only need

to consider the contractions between impurity non-preserving part 2↔3. We recall the

the Neumann coefficient N23
m,n at the leading order does not depend on mode number at

all, hence the sign changing operators have the same effect as counting operators. The
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contribution is again µM . To sum up, the action of the prefactor on physical states gives

rise to a multiplication of the simple factor 2µM , which can be written in the following

way at the leading order

2µM = µ(∆2 + ∆3 −∆1). (8.4.159)

Therefore, we have

1

µ(∆2 + ∆3 −∆1)
〈1|〈2|〈3|H3〉 =

1

µ(∆2 + ∆3 −∆1)
〈1|〈2|〈3|Ph|V 〉 = 〈1|〈2|〈3|V 〉

(8.4.160)

Finally, gathering all the pieces, we have

C123 =

√
J1J2J3

N
〈1|〈2|〈3|VBMN〉 (8.4.161)

=

√
J1J2J3

N
G(∆1,∆2,∆3) 〈1|〈2|〈3|V 〉

=

√
J1J2J3

N

G(∆1,∆2,∆3)

µ(∆2 + ∆3 −∆1)
〈1|〈2|〈3|Ph|V 〉

=
G(∆1,∆2,∆3)

µ(∆2 + ∆3 −∆1)
〈1|〈2|〈3|

√
J1J2J3

N
|H3〉

where the first line is from the spin vertex while the last line is exactly the holographic

relation (8.4.106) proposal by Dobashi and Yoneya. Therefore we have shown that gauge

theory computation reproduces exactly SFT result at tree level.

We want to emphasis here that we not only obtain same results on both sides, but we

are able to identify the common structures. This shows further that the spin vertex is

indeed the weak coupling counterpart of the string vertex.



Chapter 9

Form Factor Methods

In this chapter, we discuss another direction towards an all-loop formulation of three-

point functions in N = 4 SYM theory. This direction is intimately related to the form

factor bootstrap program in 2d integrable quantum field theories.

We first review the form factor bootstrap program in 2d integrable QFT in section 1.

Then we discuss how to generalize and apply the bootstrap method to the context of

AdS/CFT in section 2. The form factor bootstrap method provides us the form factors

in infinite volume. However, the three-point functions are related to the form factors in

finite volume where finite volume corrections are important. In general, computing finite

volume corrections for form factors is a challenging problem. However, if one neglects

wrapping corrections, then there is a systematic way to obtain finite volume corrections

for the form factors, this is reviewed in section 3. It is conjectured by Bajnok, Janik

and Wereszczynski [59] that the heavy-heavy-light (HHL) three-point functions with

two heavy operators conjugated to each other are equivalent to diagonal form factors.

Based on previous works in 2d integrable QFT, they proposed the volume dependence

of the structure constant up to wrapping corrections and conjectured that it should hold

at all loops. They checked the structure at strong coupling for some cases, it remains to

be checked at weak coupling. We showed that their conjecture is indeed true at weak

coupling using spin chain technique. This is discussed in section 4.

9.1 The form factor bootstrap program

In this section, we give a brief review of the form factor bootstrap program in 2d inte-

grable QFT. For a detail review, we refer to [170]. Consider an integrable quantum field

theory in 1+1 dimensions, which is defined completely by its S-matrix. For simplicity,

157
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we restrict our discussions for the diagonally scattering theories with a self-conjugated

particle.

In infinite volume, the states can be characterized by the set of momenta of the particles.

In 2d, it is more convenient to parameterize the particles by rapidities u. The momentum

p(u) and energy ε(u) of a particle are functions of the rapidity. In the remote past, we

can define the in state as the state with ordered rapidities: the fastest one is the leftmost

and the slowest one is the rightmost. Contrarily, we can define in the remote future the

out state with the reversed order

|u1, · · · , uN 〉 =

|u1, · · · , uN 〉in u1 > · · · > uN

|u1, · · · , uN 〉out u1 < · · · < uN

(9.1.1)

The infinite volume states that differ only in the order of rapidities are related by the

two particle S-matrix

|u1, · · · , ui, ui+1, · · · , uN 〉 = S(ui, ui+1) |u1, · · · , ui+1, ui, · · · , uN 〉 (9.1.2)

The energy of a multiparticle state is the sum of the one particle energies

E(u1, ..., uN ) =

N∑
i=1

ε(ui). (9.1.3)

In infinite volume we normalize the in states as

in〈u′1, · · · , u′M |u1, · · · , uN 〉in = (2π)NδNM δ(u1 − u′1) · · · δ(uN − u′N ), (9.1.4)

and the norm of a general state can be determined from (9.1.4) by (9.1.2). Let us

consider the matrix elements of a local operator O(t, x) between asymptotic states. The

space-time dependence can be easily factored out

out
〈
u′1, · · · , u′M

∣∣O(x, t) |u1, · · · , uN 〉in = eit∆E−ix∆P out
〈
u′1, · · · , u′M

∣∣O(0, 0) |u1, · · · , uN 〉in ,

where

∆E =

M∑
j=1

ε(u′j)−
N∑
k=1

ε(uk), (9.1.5)

∆P =

M∑
j=1

p(u′j)−
N∑
k=1

p(uk),
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and we define the form factor of operator O as

FOM,N

(
u′1, · · · , u′M |u1, · · · , uN

)
= out

〈
u′1, · · · , u′M

∣∣O(0, 0) |u1, · · · , uN 〉in (9.1.6)

The form factors are a priori defined for ordered set of incoming and outgoing rapidities

but can be analytically continued by (9.1.2). A form factor is a meromorphic function

in all variables and each pole has a physical origin [170].

Suppose that the theory possesses a crossing symmetry, i.e. a transformation which maps

an outgoing particle with rapidity u to an incoming anti-particle with rapidity ū, under

which the physical quantities stay invariant. The crossing symmetry implies the crossing

equation for the form factors which, in case of a single, self-conjugated particle, reads as

FOM,N

(
u′1, · · · , u′M |u1, · · · , uN

)
= FOM−1,N+1

(
u′1, · · · , u′M−1|ūM , u1, · · · , uN

)
(9.1.7)

+

N∑
k=1

〈
u′M |uk

〉 k−1∏
l=1

S (ul, uk)F
O
M−1,N−1

(
u′1, · · · , u′M−1|u1, · · · , ûk, · · · , uN

)
where the terms on the second line of (9.1.7) describe disconnected processes that occur

if one of the incoming and outgoing particle has the same rapidity. The hat ûk denotes

that uk is missing from the list of rapidities. By using the crossing relation all form

factors can be expressed in terms of elementary form factors

FON (u1, ..., uN ) = 〈0|O(0, 0)|u1, ..., uN 〉. (9.1.8)

The elementary form factors are fundamental building blocks of general form factors and

correlation functions. The idea of bootstrap is that, instead of computing the elemen-

tary form factors directly from first principles, one proposes a set of functional equations

called bootstrap axioms that they should satisfy. By solving these equations with appro-

priate analyticity properties from other physical considerations, one obtains the form

factors. By construction, the result obtained in this way is non-perturbative since there

is no perturbation expansion involved at all. We list the axioms in the following

1. Exchange

FON (u1, · · · , uk, uk+1, · · · , uN ) = S(uk − uk+1)FON (u1, · · · , uk+1, uk, · · · , uN )

(9.1.9)

2. Cyclic permutation

FON (u1 + 2πi, u2, · · · , uN ) = FON (u2, · · · , uN , u1) (9.1.10)
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3. Kinematical singularity

−iResu=u′ F
O
N+2(u+ iπ, u′, u1, · · · , uN ) =

(
1−

N∏
k=1

S(u− uk)

)
FON (u1, · · · , uN )

(9.1.11)

4. Dynamic singularity

−iResu=u′ F
O
N+2(u+ iūijk/2, u

′ − iūjik/2, u1, · · · , uN ) = Γkij F
O
N+1(u, u1, · · · , uN )

(9.1.12)

whenever k is the bound state of the particles i and j, corresponding to the bound

state pole of the S-matrix of the form

S(u− iukij) ∼
i
(

Γkij

)
u− iukij

. (9.1.13)

Here Γkij is the on-shell three-particle coupling and ukij is the so-called fusion angle,

which satisfy the following relations

m2
k =m2

i +m2
j + 2mimj cosukij , (9.1.14)

2π =ukij + ujik + uijk.

and we use the notation that ūkij = π − ukij .

The above axioms 1-4 are supplemented by the maximal analyticity assumption which

assumes that the form factor as a meromorphic function only have singularities that

prescribed by the axioms. Namely, each singularity should has its physical origin. The

solution of these axioms with maximal analyticity assumption gives the form factors of

the theory non-perturbatively. Of course, these axioms allows many possible solutions,

it is commonly believed that the space of solution has the same dimension as the space

of local operators. In the form factor boostrap approach, it is non-trivial to relate the

solution of form factor axioms to the corresponding operator.

The advantage of form factor approach is clear. Once we know the S-matrix of the

theory, we can immediately write down the axioms. The solution of these axioms give

the non-perturbative form factor. On the other hand, it is usually a challenging question

to solve the form factor axioms. The solution of certain operators can be found in some

simple models [ref], but is becomes very hard for more complicated models like the one

in AdS/CFT.
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9.2 Form factor approach in AdS/CFT

In this section, we discuss the ideas to generalize the form factor bootstrap method to

the three-point function problem in the AdS/CFT context. The general idea is to relate

the three-point functions to some form factors and then write down a set of axioms

similar to the ones discussed in the last section. At present, there are several works in

this direction. The first method, which is in direct analogy of the form factor bootstrap

method discussed above was proposed by Klose and McLaughlin [74, 171]. They proposed

a set of axioms for the worldsheet form factors of the AdS5×S5 superstring thoery. The

worldsheet theory in the light-cone gauge is not Lorentz invariant. Therefore, the form

factors depend on individual rapidities of the external states, instead of their differences

as is the case in relativistic quantum field theory. Solutions of these axioms give the

worldsheet form factors. However, no solution has been found for the worldsheet form

factor axioms up to now.

Another direction was pursued recently by Bajnok and Janik [75]. They consider three-

point functions in the decompactification limit such that two of the operators are taken

to be in the large volume limit where one can neglect the wrapping corrections. In

this limit, the three-point function can be regarded as a generalized form factor. In the

worldsheet formulation, the third operator is a non-local operator which ‘eats up’ part of

the spacetime. This is different from the usual form factors in 2d integrable QFT where

the operators are local. The authors of [75] proposed a set of axioms for the generalized

form factors. Due to the non-locality of the operator, the form factor axioms contains

additional phase factors. They checked some special cases of three-point functions both

at strong and weak coupling in the decompactification limit, and find that they indeed

satisfy the axioms. The solution of this set of axioms in general remains a hard problem.

In a related work, Bajnok, Janik and Wereszczyski [59] studied a special kind of HHL

three-point function where the two heavy operators are conjugate to each other. They

conjectured this kind of three-point function is related to the diagonal form factors in

the worldsheet theory. The diagonal form factors are usually easier to study then the

generic ones. Based on the work of [76, 77], the authors conjectured the structure of

finite volume correction of the three-point functions up to wrapping corrections. They

checked this conjecture at the strong coupling for some special case. The conjectured

structure is believed to hold at any coupling and should also be valid at weak coupling.

The description of the problem, however is different at weak coupling where one describe

the operators in terms of spin chain states. We will discuss the finite volume corrections

of the diagonal form factor in the next section and confirm their conjecture at tree level
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and one loop level in the su(2) sector using the spin chain technique introduced in section

4.

9.3 Finite volume corrections of diagonal form factor

In this section, we discuss the finite volume corrections of the diagonal form factor up

to wrapping. The diagonal form factor of a local operator O, defined as

out〈u1, · · · , uN |O(0, 0)|uN , · · · , u1〉in, (9.3.15)

is singular due to the disconnected terms in the crossing relation (9.1.7). To avoid the

singularities we regularize it by slightly shifting the outgoing rapidities. After crossing

we get

FO2N (ū1 + ε1, · · · , ūN + εN , uN , · · · , u1) = out〈0|O|ū1 + ε1, · · · , ūN + εN , uN , · · · , u1〉in

(9.3.16)

The diagonal limit, εi → 0, of (9.3.16) is not well-defined. It was first noticed in [172]

that the singular parts vanish in the limit when all εi → 0, but the result depends on

the direction of the limit. Its general structure can be written as

FO2N (ū1 + ε1, · · · , ūN + εN , uN , · · · , u1) (9.3.17)

=
N∏
i=1

1

εi
·
N∑
i1=1

N∑
i2=1

· · ·
N∑

iN=1

ai1i2···iN (u1, · · · , uN ) εi1εi2 · · · εiN + · · ·

where ai1i2...iN is a completely symmetric tensor of rank N . The ellipsis denote terms

which vanish in the εi → 0 limit.

There are two generally used regularization scheme in the literature. The first is the

so-called symmetric scheme, in which all εi are set to be the same

FO,s2N (u1, · · · , uN ) = lim
ε→0

FO2N (ū1 + ε, · · · , ūN + ε, uN , · · · , u1) . (9.3.18)

The second scheme is called connected, in which the diagonal form factors are defined

as the finite part of (9.3.17), i.e. the ε-independent term,

FO,c2N (u1, · · · , uN ) = N ! a12···N . (9.3.19)
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Both the symmetric and the connected diagonal form factors are completely symmetric

in the rapidity variables u1, · · · , uN . Of course these two quantities are not independent

and each can be expressed in terms of the other [77].

9.3.1 Diagonal form factors in finite volume

In this section we summarize the results about the volume dependence of the diago-

nal form factors in all polynomial orders in the inverse of the volume, neglecting the

exponentially small wrapping corrections, following [76, 77].

In finite volume L, the rapidities are quantized and a generic multiparticle state can

be labeled by the Bethe quantum numbers |{I1, · · · , IN}〉L. In finite volume we cannot

order the particles by spatial separation in the remote past or future, as we did in the

infinite volume case (9.1.2). In finite volume the states are completely symmetric under

the exchange of particles and can be characterized by the set of quantum numbers. We

adapt our notation to the conventions used in [76, 77] and order the quantum numbers

in a monotonly decreasing sequence, I1 ≥ · · · ≥ IN
1. The quantized rapidities with

the quantum numbers {I1, · · · , IN} are solutions of the corresponding Bethe Ansatz

equations. We define

Φj({u1, · · · , uN}) = p(uj)L− i
∑
k=1
k 6=j

logS(uj , uk) , (9.3.20)

and the quantization conditions are

Φj({u1, · · · , uN}) = 2πIj , j = 1, · · · , N. (9.3.21)

These finite volume states are orthogonal to each other

L〈{J1, · · · , , JM}|{I1, · · · , IN}〉L ∝ δNM δI1,J1 · · · δIN ,JN (9.3.22)

and their normalization is a question of convention.

One can change from the quantum number representation of states to the rapidity repre-

sentation which gives the direct connection between the finite and infinite volume states

[76]. This change of variables involves the Jacobian, which is the density of N -particle

1. Apart from the free boson case all known S-matrix obey the property S(u, u) = −1 which is an
effective Pauli exclusion. In this cases we have I1 > · · · > IN .
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states, defined as

%N (u1, · · · , uN )L = detJ (N)(u1, · · · , uN )L (9.3.23)

J (N)
k,l (u1, · · · , uN )L =

∂Φk(u1, · · · , uN )

∂ul
, k, l = 1, · · · , N .

where we explicitly indicated the volume dependence of these quantities. The determi-

nant (9.3.23) is closely related to the Gaudin norm of Bethe states. 2 Then the relation

between the infinite and finite volume states reads

|{I1, · · · , IN}〉L =
1√

%N (u1, · · · , uN )L
∏
i<j S(ui, uj)

|u1, · · · , uN 〉 (9.3.24)

where the rapidities {ui} are the solutions of the Bethe Ansatz equations (9.3.20) corre-

sponding to the quantum numbers {I1, · · · , IN}. This identification holds up to wrapping

corrections. The product of S-matrices in the denominator ensures that the finite volume

state is indeed symmetric under the exchange of particles.

Defining the system in finite volume regularizes all the divergences appearing in the

diagonal limit of form factors (9.3.17), thus the normalized finite volume diagonal matrix

element

L〈{I1, · · · , IN}|O(0, 0)|{I1, · · · , IN}〉L
L〈{I1, · · · , IN}|{I1, · · · , IN}〉L

(9.3.25)

is finite, completely well defined and does not depend on the normalization of states.

However, it is a challenging task to relate them to the infinite volume ones in the general

case [173, 174]. The problem become considerably simpler if we neglect the exponentially

small wrapping corrections.

Up to wrapping, the finite volume N -particle diagonal form factor (9.3.25) can be ex-

pressed as a sum over the bipartite partitions of the full set {1, 2, · · · , N}, involving the

infinite volume form factors and some kind of densities of states. As the diagonal form

factors in infinite volume depend on the regularization scheme, this series is also scheme

dependent. In case of the connected evaluation the relation reads as [77, 175]

L〈{I1, · · · , IN}|O(0, 0)|{I1, · · · , IN}〉L
L〈{I1, · · · , IN}|{I1, · · · , IN}〉L

=
1

ρN ({1, · · · , N})
∑

α⊆{1,...,N}

fO ({uk}k∈ᾱ) ρN (α)

(9.3.26)

2. The Gaudin norm itself is not physical as it depends on the conventions. However, in any conven-
tion, it is proportional to the Jacobian (9.3.23).
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where ᾱ denotes the complement of α in the full set. The functions appearing on the

right hand side are exactly the connected diagonal form factors

fO(u1, · · · , ul) = FO,c2l (u1, · · · , ul) (9.3.27)

The functions ρN are defined as the diagonal minor determinants of the N -particle

Jacobian (9.3.23),

ρN (α) = det
k,l∈α

J (N)
k,l (u1, · · · , uN )L , α ⊆ {1, · · · , N}. (9.3.28)

They can also be referred to as partial Gaudin norms. As special cases we have

ρN ({1, · · · , N}) = %N (u1, · · · , uN )L ; ρN (∅) = 1. (9.3.29)

We want to emphasize that the function ρN (α) depend on all the N rapidities. The

set of rapidities {ui} in the right hand side of (9.3.26) is the solution of the Bethe

Ansatz equations (9.3.20) corresponding to the quantum numbers {I1, · · · , IN}. Thus,

the explicit volume dependence is encoded only into the factors ρN , the connected form

factors fO depend on the volume only implicitly via the Bethe Ansatz equations.

As the connected and symmetric diagonal form factors are not independent, we can

express the finite volume matrix element in the symmetric regularization scheme. In

this case the series take the form [76]

L〈{I1, · · · , IN}|O(0, 0)|{I1, · · · , IN}〉L
L〈{I1, · · · , IN}|{I1, · · · , IN}〉L

=
1

ρN ({1, · · · , N})
∑

α⊆{1,...,n}

F s2|ᾱ| ({uk}k∈ᾱ) ρ|α| (α) .

(9.3.30)

Here again, the rapidities {ui} are the solutions of the Bethe Ansatz equations (9.3.20)

with the quantum numbers {I1, · · · , IN}. The ρ|α| functions in the sum are the |α|-
particle densities of state (9.3.29,9.3.23) evaluated at the rapidities {ui}i∈α. Note that,

contrary to the connected expansion, they depend only on the rapidities labeled by the

set α. The explicit volume dependence is carried only by the ρ functions.

9.3.1.1 Form factor of densities of conserved charges

An important special case of local operators is the density of a conserved quantity,

Q =

∫ L

0
J(x, t)dx (9.3.31)
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where Q acts diagonally and additively on the multiparticle states. Its density therefore

satisfies

L〈{I1, · · · , IN}|J(0, 0)|{I1, · · · , IN}〉L
L〈{I1, · · · , IN}|{I1, · · · , IN}〉L

=
1

L

N∑
j=1

q(uj), (9.3.32)

where {ui} are the solutions of the Bethe Ansatz equations (9.3.20) corresponding to the

quantum numbers {I1, · · · , IN}, and q(u) is the one-particle eigenvalue of the operator

Q.

A compact expression for the connected diagonal form factors of these densities was

presented in [173, 175], however the mathematically rigorous proof was found recently

[176]. The connected form factors can be cast into the form

F J,c2N (u1 · · · , uN ) =
∑
σ∈SN

ε(uσ(1))ϕ(uσ(1), uσ(2))ϕ(uσ(2), uσ(3)) · · ·ϕ(uσ(N−1), uσ(N))q(uσ(N))

(9.3.33)

where the summation runs over all the permutation of the set {1, · · · , N}.

9.3.2 Conjecture for the symmetric structure constants

In [59], Bajnok, Janik and Wereszczynski considered the three-point function of operators

O1, O2 and O3 with O3 = O1 and O2 is a light operator with zero R-charge. They

conjectured that in this case the large operators O1 and O1 can be regarded as external

states and O2 as an local operator so that the structure constant is given by the following

diagonal matrix element

CHHL = L〈u1, · · · , uN |O|u1, · · · , uN 〉L. (9.3.34)

The finite volume dependence of the structure constant (9.3.34) is given by

CHHL =
1

ρN ({1, · · · , N})
∑

α⊆{1,··· ,N}

F s2|ᾱ|({uk}k∈ᾱ) ρ|α|(α) (9.3.35)

In fact, this conjecture contains two parts. The first part is that the finite volume cor-

rections are encoded in the Jacobians ρ|α|(α); the second part is that the coefficients in

front of the Jacobian F s2|ᾱ|({uk}k∈ᾱ) are the form factors of the same operator in the

infinite volume. At weak coupling, for the first few orders before the wrapping correc-

tions have to be taken into account, the formula (9.3.35) gives the exact result, as will

be shown below.
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9.4 Diagonal matrix element and three-point functions

In this section, we study the symmetric HHL three-point functions at weak coupling

with the heavy operators in the su(2) sector. We prove the first part of the conjecture

at tree level and one loop and give predictions for the infinite volume matrix elements

for certain operators in the XXX spin chain.

9.4.1 Set-up

We will consider the three-point functions that are related to matrix elements. We take

two “heavy” states, conjugate to each other, O1 and O1̄. In the su(2) sector. The two

operators are constructed from the following scalar fields

O1 : {Z,X}, O1̄ : {Z̄, X̄}. (9.4.36)

At tree-level, we consider operators with definite one-loop anomalous dimension [49].

Since we are considering diagonal matrix elements, the wave functions of the two opera-

tors are conjugate to each other. The third operator, denoted hereafter by Oα, are made

of complex scalar fields Z, X and their Hermitian conjugates, such as

TrZZ̄, TrXX̄, TrXZZ̄X̄, · · · (9.4.37)

This kind of operators are in the so(4) sector of N = 4 SYM theory. In order to have non-

zero contribution, the R-charge of the operator should be zero. In addition, we require

Oα have definite anomalous dimension. The three-point function is fixed by conformal

symmetry up to the structure constant Cα

〈O1(x1)Oα(x2)O1̄(x3)〉 =
L2Lα
Nc

N1

√
NαCα

|x12|∆12 |x13|∆13 |x23|∆23
(9.4.38)

where

xµij = xµi − x
µ
j , ∆ij =

1

2
(∆i + ∆j −∆k), (9.4.39)

and L is the length of O1 while Lα is the length of the operator Oα. The two-point

functions are normalized as

〈O1(x1)O1̄(x2)〉 =
LN1

|x12|2∆1
, 〈Oα(x1)Oα(x2)〉 =

LαNα
|x12|2∆α

(9.4.40)
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The structure constant Cα can be expressed in terms of matrix elements of Heisenberg

spin chain

Cα =
〈u|Ôα|u〉
〈u|u〉

(9.4.41)

where |u〉 ≡ |{u1, · · · , uN}〉 denotes an on-shell Bethe state and Ôα = Ôα(σ±i , σ
z
i ) is

an operator made of local spin operators. In this way, the computation of three-point

function in planar N = 4 SYM theory is recast into the calculation of matrix elements

of Heisenberg spin chain.

9.4.2 From field theory correlation functions to spin chain matrix ele-

ments

In this section, we show how to map the field theoretic operators Oα to spin chain

operators Ôα. Let us introduce the following notations

Z ≡ φ0, X ≡ φ1, Z̄ ≡ φ̄0, X̄ ≡ φ̄1. (9.4.42)

The light operator is the linear combination of the single trace operators Trφi1 φ̄i2 φ̄i3 · · · .
By planarity, only operators of the following form will contribute to the three-point

function

Trφi11 · · ·φ
il
l φ̄

jl
l+1 · · · φ̄

j1
2l , ik, jk = 0, 1. (9.4.43)

where the indices 1, · · · , 2l denotes the position on the third spin chain and 2l = Lα is

the length of the third operator. The zero R-charge condition is given by

l∑
n=1

(in − jn) = 0. (9.4.44)

It is not hard to see that the operator (9.4.43) can be mapped to the following spin

operator [48]

Trφi11 · · ·φ
il
l φ̄

jl
l+1 · · · φ̄

j1
2l −→ Ei1+1,j1+1

n+l−1 · · ·Eil+1,jl+1
n . (9.4.45)

where the indices n, · · · , n − l + 1 denote the positions on the long spin chain and the

operators Eabn are the basis 2 × 2 matrices (Eabn )ij = δaiδbj in the local quantum space

Hn = C2. The operators Eabn are related to the local spin operators as follows

E11
n ≡

1

2
(I + σzn), E12

n ≡ σ+
n , E21

n ≡ σ−n , E22
n ≡

1

2
(I− σzn). (9.4.46)
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Here σ±n , σ
z
n are the usual Pauli matrices. By the mapping (9.4.45), we can translate the

field theory operators into the spin operators. As an example, we consider the Konishi

operator

OK = TrXX̄ + TrY Ȳ + TrZZ̄. (9.4.47)

Since the heavy operators are in the su(2) sector, the contraction with Y and Ȳ are

zero and can be neglected. The Konishi operator can be mapped to the following spin

operator

OK −→ ÔK = E11
n + E22

n = I. (9.4.48)

Therefore we see that at tree level the structure constants, with the light operator being

the Konishi operator, is trivial

CK =
〈u|ÔK |u〉
〈u|u〉

= 1. (9.4.49)

In order to obtain non-trivial structure constant, the light operator must have at least

Lα = 4. This corresponds to the insertion of two spin operators between the Bethe

states. An example for length-4 operator is given in Fig.(9.4.1).

Figure 9.4.1: An example of the mapping between field operators to spin chain op-
erators. The operator in the field theory O = TrZXZ̄X̄ is mapped to the spin chain

operator Ô = E21
n E12

n+1.

For simplicity, we focus on the length-4 field theory operators, which corresponds to

operators in the spin chain that act on two neighboring sites. These are the simplest
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non-trivial cases which can be studied thoroughly.

In order to have non-zero diagonal matrix element in (9.4.41), the spin chain operator

should not alter the total spin Sz of the state it acts on. At ls = 1, there are two

independent operators, namely the identity and

o1(n) = E11
n . (9.4.50)

For ls = 2, there are 6 independent operators: the identity, o1(n), o1(n + 1) and the

other three operators

o1
2(n) = E11

n E11
n+1, o2

2(n) = E12
n E21

n+1, o3
2(n) = E21

n E12
n+1. (9.4.51)

For later convenience, we also introduce the following operator

o4
2(n) = E22

n E22
n+1 = (I− E11

n )(I− E11
n+1) = I− o1(n)− o1(n+ 1) + o1

2(n). (9.4.52)

In what follows, we will study in detail the diagonal form factors of the spin operators

o1 and oi2 (i = 1, 2, 3, 4).

9.4.3 The Algebraic Bethe Ansatz approach

In this section, we review the algebraic Bethe Ansatz (ABA) approach to the correla-

tion functions in the XXX1/2 spin chain, see [96, 177, 178] and references therein. This

approach is based on two main elements: the Slavnov determinant formula which was

introduced in Chapter 3 and the solution of the Quantum Inverse Scattering Problem

(QISP), which will be introduced below. The Slavnov formula states that the scalar

product of any Bethe state with an on-shell one can be written in terms of a determi-

nant. The solution of the QISP enable us to express the local spin operators in terms

of the elements of the monodromy matrix, which are non-local operators acting on the

spin chain.

9.4.3.1 The solution of quantum inverse scattering problem

In the ABA approach, the idea to compute diagonal matrix element 〈u|Ôn|u〉 is to act

the spin chain operator Ôn on the bra state, so that the ket Bethe state |u〉 is left on-

shell. The operator Ôn is typically a multilocal operator in the sense that it acts on a

finite interval of the spin chain. In order to apply the Slavnov formula, the bra state also

needs to be a Bethe state, although we do not require it to be on-shell. The solution of

the quantum inverse scattering problem (QISP) relates the local spin operators to the
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matrix elements of the monodromy matrix. In addition, from the RTT relation, it is

clear that the action of A, B, C, D operators on a Bethe state always give a sum over

Bethe states. Therefore, using the solution of QISP we can translate any local operator

Ôn into a sequence of ABA operators, and the state 〈u|Ôn can be written as a sum

of dual Bethe states. This enable us to apply the Slavnov formula discussed in the last

subsection. We present the main statement of the solution of QISP in this subsection

and refer to [177] for the proof and details.

Let Eabn (a, b = 1, 2) be the operators defined in (9.4.46) which act on the local quantum

space Hn = C2. They can be represented by the elements of monodromy matrix as

Eabn =

{
n−1∏
k=1

T (θk + i/2)

}
Tab(θn + i/2)

{
n∏
k=1

T (θk + i/2)

}−1

(9.4.53)

where

T11(u) = A(u), T12(u) = B(u), T21(u) = C(u), T22(u) = D(u). (9.4.54)

Once inserted inside a correlator, the transfer matrices in (9.4.53) act on a Bethe state

and can be replaced by their eigenvalues

〈u|Eabn |u〉 =
〈u|Tab(θn + i/2)|u〉

tu(θn + i/2)
(9.4.55)

where tu(u) is the eigenvalue of the transfer matrix. At u = θn + i/2, we have

tu(θn + i/2) = Qθ(θn + i)
Q−u (θn)

Q+
u (θn)

. (9.4.56)

The generalization of (9.4.55) to a string of l + 1 operators is straightforward

〈u|Ea0b0
n · · ·Ealbln+l|u〉 =

(
l∏

k=1

Q+
u (θn+k)

Qθ(θn+k + i)Q−u (θn+k)

)
〈u|

l∏
k=0

T akbkn+k (θn+k + i/2)|u〉

(9.4.57)

We can now compute the r.h.s. of (9.4.57) by using the RTT relation and the Slavnov

formula.

9.4.4 Matrix elements of spin operators

In this section we study the diagonal matrix elements of spin operators of the Heisenberg

spin chain using the ABA and the solution of QISP discussed in section 9.4.3. We show

that, in general, the matrix elements can be written as linear combinations of a special
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kind of scalar product. In section 9.4.5, we show that these scalar products has the

structure conjectured in [59], namely it can be written as linear combinations of diagonal

minors of Gaudin norms (9.3.26). We call the procedure of expanding quantities in terms

of diagonal minors of Gaudin norms the finite volume expansion. After this expansion,

all the finite volume dependence of the quantity are captured. We will discuss the case

ls = 1, 2 in detail and comment on the general ls > 2 case.

9.4.4.1 Form factors of length-2 operators

We have shown in section 9.4.2 that all the length-2 diagonal matrix elements can be

written as linear combinations of the following building blocks

Fo1 = 〈u|o1(n)|u〉, Foi2 = 〈u|oi2(n)|u〉, i = 1, ..., 3 (9.4.58)

where the local operators o1(n) and oi2(n) are given in (9.4.50) and (9.4.51). According

to (9.4.57), these matrix elements are proportional to the following quantities

Fo1 ∝ FA ≡ 〈u|A(θn + i/2)|u〉. (9.4.59)

Fo1
2 ∝ FAA ≡〈u|A(θn + i/2)A(θn+1 + i/2)|u〉, (9.4.60)

Fo2
2 ∝ FBC ≡〈u|B(θn + i/2)C(θn+1 + i/2)|u〉,

Fo2
3 ∝ FCB ≡〈u|C(θn + i/2)B(θn+1 + i/2)|u〉,

Fo4
2 ∝ FDD ≡〈u|D(θn + i/2)D(θn+1 + i/2)|u〉.

In order to compute the building blocks (9.4.59) and (9.4.59), we act all the operators

on the ket state |u〉. The action of A and D on a Bethe state is

A(v)|u〉 = a(v)
Qu(v − i)
Qu(v)

|u〉+
N∑
n=1

Mn(v) |{u, v} \ {un}〉, (9.4.61)

D(v)|u〉 = d(v)
Qu(v + i)

Qu(v)
|u〉+

N∑
n=1

Nn(v) |{u, v} \ {un}〉

where Mk(v), Nk(v) are given by

Mk(v) =
ia(un)

v − un

N∏
j 6=n

un − uj − i
un − uj

, (9.4.62)

Nk(v) =
id(un)

un − v

N∏
j 6=n

un − uj + i

un − uj
.
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These relations can be derived from the Yangian algebra. From (9.4.61) we see that the

action of the operators A and D on a Bethe state preserve the number of magnons. In

addition to the original Bethe state |u〉, there is a sum of Bethe states |{u, v} \ {uk}〉
where one of the rapidities uk is replaced by the spectral parameter v of the operator.

These are called the unwanted terms and are off-shell for generic v. On the other hand,

they are not too far from the on-shell Bethe state |u〉 since most of the rapidities remain

unchanged.

The action of the C operator on the Bethe state is more involved

C(v)|u〉 =

N∑
n=1

Kn |{u} \ {un}〉+
∑
k>n

Kkn |{u, v} \ {uk, un}〉 (9.4.63)

where

Kn =
ia(v)d(un)

un − v

N∏
j 6=n

uj − un − i
uj − un

· uj − v + i

uj − v
+ (9.4.64)

ia(un)d(v)

v − un

N∏
j 6=n

uj − un + i

uj − un
· uj − v − i

uj − v

Kkn =
d(uk)a(un)

(uk − v)(un − v)

uk − un + i

uk − un

∏
j 6=k,n

uj − uk − i
uj − uk

· uj − un + i

uj − un
+

d(un)a(uk)

(un − v)(uk − v)

uk − un − i
uk − un

∏
j 6=k,n

uj − uk + i

uj − uk
· uj − un − i

uj − un

The coefficients Kn and Kkn can be expressed in terms of Mn and Nn

Kn(v) = Mn(v)N0(v)
v − un

v − un + i
+ M0(v)Nn(v)

v − un
v − un − i

, (9.4.65)

Knk(v) = Mk(v)Nn(v)
un − uk

un − uk + i
+ Mn(v)Nk(v)

un − uk
un − uk − i

if we define

M0 ≡ a(v)
Qu(v − i)
Qu(v)

, N0 ≡ d(v)
Qu(v + i)

Qu(v)
. (9.4.66)

From (9.4.63) it is clear that C reduces the number of magnons by one. For diagonal

matrix elements, any C operator has to be accompanied by a B operator in order to pre-

serve Sz, and obtain non-vanishing results. For length-2 operators the only possibilities

are B(u)C(v) and C(u)B(v). Both combinations preserve the number of magnons but

will lead to a sum of unwanted terms with one or two magnons replaced by the spectral

parameters of the operators.

In general, the action of ls ABA operators on a Bethe state generates unwanted terms
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with at most ls rapidities replaced by the spectral parameters of the operators. In par-

ticular, it is clear now that all the building blocks (9.4.59) and (9.4.60) can be written

as the scalar products of the following three types

〈u|u〉, 〈u|{u, θ+
n } \ {uk}〉, 〈u|{u, θ+

n , θ
+
n+1} \ {uj , uk}〉. (9.4.67)

where we have used the notation θ+
n = θn + i/2. The first scalar product is the Gaudin

norm. The rest two types of scalar products are the special kind of scalar products

alluded before. We will study their finite volume dependence in section 9.4.5.

9.4.4.2 Form factors of length ls operators

The discussion of the previous subsection can be generalized to the diagonal matrix

elements of the operators with ls > 2. As before, any such matrix element can be spanned

by some building blocks such as FA···A, FBCA···A, FD···D. Of course, the number of the

building blocks grows with the length of the operator.

We act all the ABA operators on the ket state which give rise to the unwanted terms

|{u, θ+
n , · · · , θ+

n+M} \ {uk1 , · · · , ukM }〉, M ≤ ls. (9.4.68)

The diagonal matrix element of any length-ls operator can be written as a linear com-

bination of the following scalar products

〈u|{u, θ+
n , · · · , θ+

n+M} \ {uk1 , · · · , ukM }〉, M ≤ ls. (9.4.69)

The number of terms and the complexity of the coefficients will grow quickly with the

increase of number of magnons and length of the operators, nevertheless the structure

is robust.

9.4.5 Finite volume expansion of the modified Gaudin norm

In this section, we analyze the structure of the scalar products in (9.4.69) and show that

any of them can be expanded in terms of diagonal minors of Gaudin norms. We call this

procedure the finite volume expansion.

The scalar products under consideration are of on-shell/off-shell type and can be com-

puted by the Slavnov determinant formula. In the Slavnov determinant (3.3.69), the

denominator is a simple Cauchy determinant and can be computed readily. We there-

fore focus on the non-trivial numerator detjk Ω(uj , vk). Let us first consider the scalar
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product for the length-2 operators, 〈u|{u, θn, θn+1} \ {uj , uk}〉. The determinant takes

the following form

det Ω =

∣∣∣∣∣∣∣∣∣∣∣

i φ11 · · · Ω1j · · · Ω1k · · · i φ1N

i φ21 · · · Ω2j · · · Ω2k · · · i φ2N

...
. . .

...
. . .

...
. . .

...

i φN1 · · · ΩNj · · · ΩNk · · · i φNN

∣∣∣∣∣∣∣∣∣∣∣
. (9.4.70)

where we have defined i φjk = Ω(uj , uk) and Ωik = Ωik(ui, θn + i/2). The procedure is

straightforward: perform Laplace expansion with respect to the column or row that does

not have any element of the form φnn repeatedly, until one can not do it further. Note

that after one Laplace expansion, we will obtain sub-determinants. We shall also perform

the same procedure for all the sub-determinants until it terminates. This procedure will

terminate when all the determinants in the expression take the form of diagonal minors

(9.3.28) of Gaudin norm (9.3.23)

ρN ({i1, · · · , im}) = (−1)m

∣∣∣∣∣∣∣∣∣∣∣

φi1i1 · · · · · · · · ·
· · · φi2i2 · · · · · ·
...

...
. . .

...

· · · · · · · · · φimim

∣∣∣∣∣∣∣∣∣∣∣
(9.4.71)

Therefore, the scalar product allows the following expansion

〈u|{u, θn, θn+1} \ {uj , uk}〉 =
∑
α⊆A
F(ᾱ) ρN (α), (9.4.72)

where A = {1, ..., ĵ, ..., k̂, ..., N} 3 and the summation runs over all possible subsets α of

A. Here ᾱ is the complement of α in A. For an explicit and simple example, see Appendix

B.

Finally we need to justify why we call this procedure “finite volume expansion”. From

a simple analysis below, it is clear that all the explicit L dependence are contained in

the diagonal minors of the Gaudin norm. In the ABA approach, the diagonal matrix

elements are given in terms of the following functions: the eigenvalue of the diagonal

elements of the transfer matrix, a(u) and d(u), the products of functions f(u − v) and

g(u − v) (9.4.61,9.4.63), and the matrix elements in the Slavnov determinant formula

Ωjk and φjk. Under proper normalization, the functions a(u) and d(u) always appear in

the expression as the ratio a(u)/d(u) = eipL. In fact, this kind of phase factor is either

canceled by the same factors from the norm, or be replaced by products of scattering

matrices using the Bethe Ansatz equations and they do not appear in the final expression.

3. Here ĵ and k̂ mean these two indices are absent.
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The products of f(u−v) and g(u−v) functions do not depend on L. The matrix element

Ωjk defined in (3.3.73) also has no dependence on L. Finally, φjk with j 6= k reads

φjk = φ(uj , uk) =
2

(uj − uk)2 + 1
, j 6= k, (9.4.73)

again, do not depend on L. The only dependence on L is hidden in the diagonal element

φnn. Recall that we have

φnn =
L∑

m=1

1

(un − θm)2 + 1/4
−

N∑
l=1
l6=n

φnl (9.4.74)

In the homogeneous limit, where θm = 0 (m = 1, · · · , L), the first term of (9.4.74)

becomes L/(u2
n + 1/4) which depends linearly on L. When we perform the Laplace

expansion for the the scalar product, we carefully avoid expansion with this kind of

terms and they only appear in the diagonal minor ρN (α). Therefore, the finite volume

corrections are all contained in ρN (α). This is one part of the conjecture in [59] 4.

We have shown in section 9.4.4 that any diagonal matrix element can be written as a

linear combination of the special scalar product with coefficients that do not depend

explicitly on L. Thus, we can perform the the finite volume expansion of any diagonal

matrix element in the Heisenberg spin chain. As was shown in section 9.4.2, the diagonal

matrix elements correspond to three-point functions of HHL type. Therefore we have

shown that the structure of finite volume dependence of three-point functions conjec-

tured in [59] is also valid at weak coupling at the leading order in the su(2) sector. In

section 9.4.7, we will show that the structure also holds at one-loop level.

This is only half of the story. In the conjecture [59], each coefficient F(ᾱ) of ρ(α) is

identified with the form factor of the same operator in infinite volume. In order to check

this statement, it is desirable to have a formulation of the diagonal matrix elements of

the Heisenberg spin chain directly in infinite volume. However, we are not aware of such

a formulation, although it seems possible to do it in the framework of coordinate Bethe

Ansatz. In principle, the infinite volume form factors for our case can also be obtained

by first solving the Klose-McLoughlin axioms [73] and then take the weak coupling limit.

However, no solution has been found up to now. Because of these reasons, we are not

able to confirm that the coefficients we obtain from finite volume expansion are indeed

the infinite volume form factors.

It is still of interest to know the explicit form of coefficients from our finite volume

expansion. These will be our predictions for the diagonal form factors in the infinite

4. There the authors used an equivalent description of the diagonal matrix element in terms of the
symmetric expansion (9.3.30), instead the connected one (9.3.26) that we used here.
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volume theory. We perform the finite volume expansion for all the diagonal matrix

elements of length-1 and length-2 operators and extract the coefficients. The results

exhibit a nice structure and will be presented in section 9.4.6.

9.4.6 Infinite volume form factors

First, let us comment on the identity operator. As any multi-magnon diagonal matrix

element of the identity operator equals to 1, matching it with the series (9.3.26), one

can easily derive that all infinite volume connected form factors vanish except from the

vacuum expectation value,

f I(∅) = 1 ; f I(u1, ..., uN ) = 0 , N ≥ 1. (9.4.75)

We should also discuss separately the simple case of the vacuum expectation values of

spin chain operators. In the series (9.3.26), the zero magnon diagonal matrix element

only contains the vacuum expectation value of the given operator in the infinite volume

theory. So that, for the length-1 and length-2 operators one can easily find

fo1(∅) = fo
1
2(∅) = 1 , fo

2
2(∅) = fo

3
2(∅) = fo

4
2(∅) = 0. (9.4.76)

It holds also in the general case. Let us take the operators Eabn , (a, b = 1, 2) as a basis on

the local quantum space, and linearly extend it to ls neighboring site. Then only one,

among this 4ls basis element, has non-vanishing vacuum expectation value, namely the

one containing E11 at each site.

In the rest of this section, we will perform the finite volume expansion for the diagonal

matrix elements of length-1 and length-2 operators. We will discuss a simple example,

namely the case of length-1 operator with 2 magnons in detail and present the results

for more complicated form factors.

9.4.6.1 An example: length-1 operator with -2 magnons

We consider the finite volume diagonal matrix element for the operator o1(n) = E11
n

with two magnons

Fo1
L (u1, u2) =

〈u1, u2|o1(n)|u1, u2〉
〈u1, u2|u1, u2〉

. (9.4.77)
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It has the following structure in finite volume

Fo1
L (u1, u2) =

1

ρ2({1, 2})
(ρ2({1, 2}) + fo1(u2) ρ2({1}) + fo1(u1) ρ2({2}) + fo1(u1, u2))

(9.4.78)

where fo1(u) is to be identified with the connected diagonal form factor of o1 in the

infinite volume theory (9.3.19).

We proceed as described in the previous sections. Using the solution of QISP, we have

Fo1
L (u1, u2) =

1

tu(θ+
n )

〈u1, u2|A(θ+
n )|u1, u2〉

〈u1, u2|u1, u2〉
, (9.4.79)

where the denominator is the Gaudin norm,

〈u1, u2|u1, u2〉 =

 2∏
j=1

a(uj)d(uj)

 1 + (u1 − u2)2

(u1 − u2)2
ρ2({1, 2}). (9.4.80)

From (9.4.61),

〈u1, u2|A(θ+
n )|u1, u2〉 = M0(θ+

n )〈u1, u2|u1, u2〉 (9.4.81)

+ M1(θ+
n )〈u1, u2|u2, θ

+
n 〉+ M2(θ+

n )〈u1, u2|u1, θ
+
n 〉.

We introduce some notations in order to simplify the expressions. Let us define

Cu,v =

∏N
j=1 a(vj)d(uj)

detjk
1

uj−vk+i

, (9.4.82)

so that

〈v|u〉 = Cu,v det
jk

Ω(uj , vk). (9.4.83)

By performing the finite volume expansion for the three scalar products, we obtain

〈u1, u2|A(θ+
n )|u1, u2〉 = − C{u1,u2},{u1,u2}M0(θ+

n ) ρ2({1, 2}) (9.4.84)

− iC{u1,u2},{u1,θ
+
n }M2(θ+

n )Ω(u2, θ
+
n ) ρ2({1})

− iC{u1,u2},{u2,θ
+
n }M1(θ+

n )Ω(u1, θ
+
n ) ρ2({2})

−φ12

(
C{u1,u2},{u2,θ

+
n }Ω(u2, θ

+
n )M1(θ+

n ) + C{u1,u2},{u1,θ
+
n }Ω(u1, θ

+
n )M2(θ+

n )
)
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Plugging (9.4.84) into (9.4.79) and compare to the expansion (9.4.78), we obtain the

expression for the various form factors in the infinite volume

fo1(u1) = i
C{u1,u2},{u2,θ

+
n }

C{u1,u2},{u1,u2}

M1(θ+
n )

M0(θ+
n )

Ω(u1, θ
+
n ) (9.4.85)

fo1(u2) = i
C{u1,u2},{u1,θ

+
n }

C{u1,u2},{u1,u2}

M2(θ+
n )

M0(θ+
n )

Ω(u2, θ
+
n )

fo1(u1, u2) =
φ12

C{u1,u2},{u1,u2}M0(θ+
n )

(
C{u1,u2},{u2,θ

+
n }Ω(u2, θ

+
n )M1(θ+

n )

+C{u1,u2},{u1,θ
+
n }Ω(u1, θ

+
n )M2(θ+

n )
)

Substituting the explicit expressions in (9.4.85) and, at the end, taking the homogeneous

limit θn → 0, we obtain very compact results for the infinite volume connected form

factors,

fo1(uk) =
1

u2
k + 1/4

, k = 1, 2 (9.4.86)

fo1(u1, u2) =

(
1

u2
1 + 1/4

+
1

u2
2 + 1/4

)
2

1 + (u1 − u2)2
.

9.4.6.2 Length-1 operator with N magnons

We can perform the same calculation as in the previous subsection and extract the

form factors with more magnons. The process becomes cumbersome for higher number

of particles. However, from the first few magnon cases, we are able to observe a nice

pattern of the connected form factors. The N -magnon connected diagonal form factor

for o1(n) is given as

fo1(u1, ..., uN ) = ε1 φ12 φ23...φN−1,N + permutations (9.4.87)

where εk is the energy of the magnon with rapidity uk and φjk can be seen as some

“propagator” defined as

εk = ε(uk) =
1

u2
k + 1/4

, φjk =
2

1 + (uj − uk)2
, j 6= k. (9.4.88)

The expression (9.4.87) can be represented by the diagrams in Fig.(9.4.2). Each node

is labeled by a number from 1 to N . The leftmost node is associated with the energy

of its label. The lines between two neighboring nodes are associated with a propagator.

Multiplying the factors we obtain the value of the diagram. Summing over all the per-

mutations of the labeling gives the result for infinite volume form factor fo1 . The result

for an N magnon state is thus a sum over N ! terms.
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Figure 9.4.2: Diagrammatic representation of one term in (9.4.87) with 4 magnons.

The structure of fo1 is exactly the structure of the connected form factors of conserved

charge densities (9.3.33). This is not surprising, since o1(n) = 1
2(1 + σzn) is indeed a

length-1 conserved charge density of the Heisenberg spin chain. The nice feature is that

once we know the one particle eigenvalue q(u) of the charge, we can immediately write

down the expression for the corresponding infinite volume form factors. We remark here

that our result (9.4.87) is consistent with the determinant formula of [96].

9.4.6.3 Length-2 form factors of N magnons

The calculation of infinite volume matrix elements can be performed following the same

line as in section 9.4.6.1. The process is more involved. Nevertheless, we again find some

patterns for the various matrix elements which we present below. The structure for

the length-2 operators can be encoded into diagrams similar to the one in Fig.(9.4.2).

However, in this case we have two types of them, as are shown in Fig.(9.4.3).

Figure 9.4.3: Different kinds of diagrams encoding length-2 form factors.

Each diagonal matrix element is given by two kinds of diagrams. The first kind is depicted

in the blue region. We label the nodes by number from 1 to N . The leftmost node is

associated with ε(uj) while the rightmost node is associated with a function denoted by

fO(uk), and it depends on the operator. The other kind, depicted in the green region,

is more interesting. The leftmost and rightmost nodes are associated with εj and ε′k

where ε′(u) = ∂
∂uε(u). In addition, for a given label of the nodes, one needs to sum

over the diagrams which replaces one of the propagators by a “directed propagator”,

ψOij = ψO(ui, uj). The directed propagator is antisymmetric with respect to its arguments

ψOij = −ψOji and its explicit form depends on the operator under consideration.
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In sum, the infinite volume diagonal matrix element of a length-2 operator, fO(u1, · · · , uN ),

is characterized by two functions fO(u) and ψO(u, v). The result for N -magnon is given

by

fO(u1, ..., uN ) =
(
ε1 φ12...φN−1,N fON + permutations

)
+

(
N−1∑
i=1

ε1 φ12...ψ
O
i,i+1...φN−1,N ε

′
N + permutations

)
(9.4.89)

We list the data for oi2 (9.4.50,9.4.51) is the following:

fo
1
2(u) = 2 ψo

1
2(u, v) = −(u− v)(uv − 1/4)φ(u, v)

fo
2
2(u) = −u+ i/2

u− i/2
ψo

2
2(u, v) = (u− v)(u+ i/2)(v + i/2)φ(u, v)

fo
3
2(u) = −u− i/2

u+ i/2
ψo

3
2(u, v) = (u− v)(u− i/2)(v − i/2)φ(u, v)

fo
4
2(u) = 0 ψo

4
2(u, v) = −(u− v)(uv − 1/4)φ(u, v) (9.4.90)

Let us comment on this results (9.4.90). These data for the operators can be read off

simply from the computation of 2 magnon case. Therefore, one should simply compute

the 2-magnon matrix elements and perform the finite volume expansion to extract the

data. Once the functions in (9.4.90) are known, we can write down any diagonal form

factor of length-2 operators in the infinite volume. Any length-2 operator is a linear

combination of the identity operator, o1 and oi2,

O = b I + c0 o1(n) + c̃0 o1(n+ 1) +

3∑
i=1

ci o
i
2(n) (9.4.91)

where b, c0 and ci (i = 1, 2, 3) are some numbers. Then the data of O is simply given by

fO(u) = c0 + c̃0 +
3∑
i=1

ci f
oi2(u), ψO(u, v) =

3∑
i=1

ci ψ
oi2(u, v), (9.4.92)

and its vacuum expectation value is

fO(∅) = b+ c0 + c̃0 + c1. (9.4.93)

For example, the operator o4
2 is not independent

o4
2(n) = I− o1(n)− o1(n+ 1) + o1

2(n).

Note that by translational invariance, o1(n) gives the same result as o1(n + 1) when

computing the form factors. It is easy to check that this resolution is consistent with
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(9.4.76,9.4.90). The diagonal matrix elements of the operators o2
2 and o3

2 are related by

complex conjugation which is also manifest in (9.4.90).

9.4.6.4 An examples of length-2 operator

As an example of the matrix elements of the length-2 we compute the permutation

operator Pk,k+1, or equivalently the Hamiltonian density Hk,k+1 = Ik,k+1 − Pk,k+1. We

will see that the data for the permutation operator simplifies and the final result takes

exactly the form predicted in (9.3.33). This is a non-trivial check of our functions (9.4.90).

The permutation operator Pk,k+1 is a length-2 operator of the Heisenberg spin chain. It

can be written in terms of the operators oi2 with equal weights

Pk,k+1 =
2∑

i,j=1

Eijk Ejik+1 =
4∑
i=1

oi2. (9.4.94)

According to (9.4.92), the data of permutation operator is given by

fP(u) =
1

u2 + 1/4
, ψP(u, v) = 0. (9.4.95)

The infinite volume form factor (9.4.89) with the entires (9.4.95) has the structure as a

conserved charge should have (9.3.33).

9.4.7 Matrix elements at one loop

In this section, we generalize the above considerations from tree level to one loop. We

will show that the matrix elements at one loop can be again written in terms of a

finite number of “building blocks”. These building blocks are matrix elements of the

inhomogeneous XXX1/2 spin chain with the inhomogeneities fixed to their BDS values.

These building blocks can be again written in terms of the special scalar products of the

inhomogeneous spin chain and one can perform the finite volume expansion, as at the

tree level.

Let us recall from Chapter 6 and 7 that at one loop, we need to construct the eigenstates

for the BDS spin chain and take into account the one-loop operator insertions. In what

follows, we first discuss the effect of the operator insertions and show that the three-point

function under consideration can be reduced into the calculation of matrix elements of

the BDS spin chain. Then we consider the effect of the S operator on the spin operators

and reduce the matrix elements of BDS spin chain into the correlation functions of the

inhomogeneous XXX1/2 spin chain. As we discussed in the tree level case, the matrix
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elements of the inhomogeneous XXX1/2 spin chain can be written in terms of the scalar

products (9.4.69), and we can perform the finite volume expansion.

9.4.7.1 The effects of one-loop operator insertions

For each spin chain state, there are two operator insertions at the two splitting points. We

first discuss the effects of insertions for the “light” operator Oα. The one-loop insertion

takes the form of the Hamiltonian density

H
so(6)
l = Kl,l+1 + 2Il,l+1 − 2Pl,l+1 (9.4.96)

where Il,l+1, Pl,l+1 and Kl,l+1 are the identity, permutation and trace operators. They

act on the so(6) spin chain states as

Il,l+1| · · ·φilφ
j
l+1 · · · 〉 = | · · ·φilφ

j
l+1 · · · 〉, (9.4.97)

Pl,l+1| · · ·φilφ
j
l+1 · · · 〉 = | · · ·φjlφ

i
l+1 · · · 〉,

Kl,l+1| · · ·φilφ
j
l+1 · · · 〉 = δij

6∑
k=1

| · · ·φkl φkl+1 · · · 〉.

At one loop level, the light operator should diagonalize the two-loop dilatation operator

and be of zero R-charge. The so(6) sector is only closed at one-loop so in principle one

needs fields outside the so(6) sector, like fermionic fields, to construct the eigenstates of

the two loop dilatation operator. However, when computing the three-point functions,

the fields apart from {X,Z, X̄, Z̄} will not contribute at one-loop order. Therefore the

terms, which have non-zero contributions for the three-point function, are still made of

scalar fields {X,Z, X̄, Z̄} with zero R-charge, which are the cases that we already dis-

cussed at tree level. Under the action of the operator insertion (9.4.97), the terms which

have non-zero contributions still have the same form, but with some different coeffi-

cients. To summarize, the one-loop structure constants can be recast to the calculation

of correlation functions of the BDS spin chain BDS〈u|Ô(σ±, σz; g2)|u〉BDS.

Now we consider the operator insertions for the heavy states. The effect of these inser-

tions is increasing the length of the spin chain operator, as is shown in (9.4.4).

This can be seen easily by noticing that

Pk,k+1 =
2∑

i,j=1

Eijm ⊗ Ejim+1 (9.4.98)
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Figure 9.4.4: The effect of operator insertions for the heavy operators. They increase
the length of the spin operator by 1. The red cross denotes the splitting point.

For example, we have the following

?E11
mHm ? = (?E11

m ?)− (?E11
mE11

m+1 ?)− (?E11
mE12

m+1 ?) (9.4.99)

where the star stands for some strings of operators.

9.4.8 The effects of the unitary S operator

In this subsection, we discuss the action of unitary operator S on the spin operators. We

are interested in the following quantity

〈u;θBDS|S−1Ôl+1(σ±, σz)S|u;θBDS〉. (9.4.100)

The S operator takes an exponential form S = exp F̂, thus we have

S−1Ôl+1(σ±, σz)S = Ôl+1(σ±, σz) + [F̂, Ôl+1(σ±, σz)] +
1

2
[F̂2, Ôl+1(σ±, σz)] +O(g3)

(9.4.101)

where we have truncated up to O(g2) order. The action of S operator on the spin chain

operator can be divided into two types. The first type is length preserving, it originates

from the operators Hk and [H]k that act within the range of the spin chain operator Ôl+1,

which gives rise to an operator with the same length, this is depicted in Fig.(9.4.5).

The other type of the action increases the length of the operator by 1 or 2, which are

generated from the operators at the boundary of the spin chain operator. There are two

kinds of length changing processes at one loop. One process is generated by a single Hk

or [H]k, which is given in Fig.(9.4.6).
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Figure 9.4.5: The length preserving action generated by [H]k on the spin chain vertex.

Figure 9.4.6: The length changing action generated by [H]k on the spin chain vertex.
In this example, it increases the length of the spin chain operator by 2.

The other process is generated by two Hk’s, one example of which is given in Fig.(9.4.7).

Figure 9.4.7: The length changing action generated by two Hk’s on both ends of the
spin chain vertex. The length of the spin operator also increases by 2 in this example.
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From our analysis we see that the action of the S operator on the spin chain operators,

in general, increases the length of the spin chain operator. Up to O(g2) order, the length

of the operator increases at most by 2.

S−1 Ôl(σ
±, σz) S = Ô′l(σ

±, σz) + Ô′l+1(σ±, σz) + Ô′l+2(σ±, σz) +O(g3) (9.4.102)

This implies that in order to compute the form factor of length l operator for BDS spin

chain, we need to compute the form factors of length l + 2, l + 1 and l operators in the

inhomogeneous Heisenberg XXX1/2 spin chain.

Once we write the three-point function in terms of matrix elements of the inhomogeneous

XXX1/2 spin chain, we can perform the finite volume expansion and organize the results

in the form conjectured in [59]. At one loop, the matrix element of Gaudin norm is

modified. The Gaudin norm formula (3.3.76) is still valid, but the eigenvalues a(u) and

d(u) are corrected

a(u) =
L∏
k=1

(u− θBDS
k + i/2) = x(u+ i/2)L +O(g2L), (9.4.103)

d(u) =

L∏
k=1

(u− θBDS
k + i/2) = x(u− i/2)L +O(g2L),

where x(u) is the Zhukowsky map (6.2.38). By replacing

p(uk) =
uk + i/2

uk − i/2
−→ x(uk + i/2)

x(uk − i/2)
(9.4.104)

in (3.3.77) and expanding the result up to O(g2) order, we obtain the Gaudin norm at

one-loop, ρ1-loop
n . In fact, the replacement (9.4.104) gives the correct Gaudin norm up to

wrapping orders[55, 132]. Our conclusion is that the structure conjectured in [59] is also

valid at one loop level with respect to the one-loop Gaudin norm.

Of course the coefficients or the infinite volume form factors at one-loop will be more

complicated. It is an interesting question to see how the infinite volume form factors are

deformed at one loop and whether it is possible to bootstrap to all loops.
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Conclusions and Outlook

In this thesis, we have studied the computation of three-point functions in N = 4

SYM theory. The main idea is to use integrability of the theory to map operators with

definite anomalous dimensions to on-shell Bethe states of the spin chains. By performing

the cutting and gluing procedure, one can write the result in terms of scalar products

between Bethe states. In the generic case, the result is given by a sum over partitions

of the rapidities. However, for some special cases one can write the result in terms of

one determinant. This is achieved by mapping the three-point functions to the partition

functions of vertex models in some specific lattice.

The detail computations have been done mainly in the su(2) sector and a special case in

su(3) sector where a determinant representation for the final result exist. By applying

the mapping between long-range interacting spin chains and inhomogeneous spin chains,

we managed to obtain a compact result for one-loop three-point function in the su(2)

sector, which can be written in terms of determinants. The determinant representation

allows us to take the semi-classical limit of the result straightforwardly. The resultant

expression is written in an elegant way just in terms of the three quasi-momenta of the

corresponding Bethe states. Comparison with the computation from the strong coupling

in the Frolov-Tseytlin limit shows a perfect match up to one-loop level.

In quest of a formalism which works for more general sectors and higher loops, we

constructed the spin vertex at tree level, which is the weak coupling counterpart of the

string vertex in light-cone string field theory. We constructed explicitly the spin vertex for

all sectors and investigated the main properties of the spin vertex, namely the reflection

properties and the monodromy relations. In the semi-classical limit, the monodromy

relation plays an essential role in obtaining the final result without computing any scalar

products. Since the string/spin vertex description appears both at strong and weak

coupling, it is tempting to conjecture that it also exist at finite coupling. It is thus

187
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interesting to see how does this formalism looks like at finite coupling and what should

be the main principles to determine the spin vertex at higher loops. It is expected that

as in the spectral problem, symmetry should play an essential role in this formalism.

Due to the intimate relation between three-point functions inN = 4 SYM theory and the

form factor bootstrap program, we also review some interesting proposals which try to

formulate the three-point function in a non-perturbative manner by relating the three-

point functions to form factor like objects and proposing boostrap axioms for these

objects. The solution of these axioms determines the form factors in infinite volume.

In order to take into account the finite volume dependence of the form factors, it is

convenient to classify the finite volume correction into two kinds. The first kind takes the

form of polynomials in 1/L and the second kind is the so-called the wrapping corrections.

It is relatively easy to take into account the first kind of the finite volume correction,

following the previous works in the form factors in 2d integrable QFT. However, it is

a challenging problem to take into account wrapping corrections for form factors. Even

after many years of hard work, there is no systematic way like TBA to take into account

all finite volume corrections for the form factors. The form factors usually are very

complicated, but it is expected to be simplified in the diagonal case where the incoming

and outgoing states are conjugated to each other. We investigated also in this thesis

the relation between diagonal form factors and symmetric HHL correlation functions in

N = 4 SYM from weak coupling where a spin chain description is available. By using

the Slavnov determinant formula and the solution of QISP, we explore the finite volume

dependence of the first kind for the diagonal matrix elements. Due to the absence of

wrapping corrections at tree level and one-loop, the result we obtained is in fact exact.

There are many open questions in computing three-point functions of N = 4 SYM the-

ory. First of all, despite some proposals, the all loop formalism for three-point functions

is still lacking. However, the very recent result by Basso, Komatsu and Vieira seems

to improve this situation largely. These authors proposed a concrete framework for the

all-loop three-point functions and obtain the result in the form of sum over partitions of

rapidities. Their result is valid up to wrapping order. In a sense, this is similar to the BDS

equation and BES dressing phase in the spectral problem where one can compute the

quantity to all loops in the asymptotic regime. The next step, following the trajectory

of development of the spectral problem, is taking into account the wrapping corrections.

In the spectral problem, the methods for taking into account wrapping corrections such

as Lüscher’s method and TBA already exist and is rather systematic which can serve

as guiding principle for the spectral problem in AdS/CFT. The generalization to the

AdS/CFT, although far from being trivial can be achieved. For the three-point func-

tions, however, the analogous method that takes into account the wrapping corrections
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for form factors does not exist. Therefore the situation is more difficult for the three-

point function case since the similar problem is not yet solved for the simpler models

such as 2D integrable QFT’s. Finite volume form factors are also related to the finite

temperature correlation functions in 2d QFT’s, which are very important observables

for experiments. In this sense, finding a systematic way to take into account wrapping

corrections for form factors both in 2d QFT and N = 4 SYM theory are of fundamental

importance.

In general, the three-point functions might be very complicated even at tree level. How-

ever, it is expected that in the semi-classical limit, the result will be much simplified

and can be written in a more elegant way. This is supported by the existing results

in the semi-classical limit both at weak and strong coupling, as we have shown in this

dissertation. Therefore, it will be very interesting to develop semi-classical methods for

the three-point functions, in the same way that the KMMZ algebraic curve description

for the spectral problem. The weak coupling result for the moment is heavily based on

the existence of determinant representation. This is not likely to be true for the general

case and we need new insights and methods to tackle the problem. In this direction,

we suspect that the monodromy relation will play an important role, based on the fact

that it provide essential information both at strong and weak coupling when computing

three-point functions.

Based on the great success of spectral problem, it will be interesting to build the relation

between the three-point functions and two-point functions. In particular, is it possible

to use the results from QSC as an input and compute the three-point functions non-

perturbatively ? In this direction, Sklyanin’s separation of variables (SoV) may prove to

be important. It is observed by the authors of QSC that the Q-functions take the form

of wave functions for the states in the SoV representation. Very recently, we show that

at least at tree level, one can apply the SoV method to compute three-point functions.

The final result is written in terms of a matrix model like integral for the separated

variables. It is therefore an interesting question to see the relation between the QSC

Q-functions and the Q-functions which are Bethe states in the SoV representation.

Finally, even if very optimistically one managed to determine all the OPE coefficients

non-perturbatively, we need to understand its implication. Even for the spectral prob-

lem, we now have a very efficient method that allows us to determine the anomalous

dimensions to all orders. It is not completely clear why such a nice formulation exists

and can we obtain it from simpler methods ? What does the all-loop result teach us

about the AdS/CFT correspondence, the strongly coupled gauge theory and the string

theory on curved background ? With these questions in mind, we still have a long and

exciting way to go.



Appendix A

Morphism and Theta-morphism

In this appendix we analyze the relation between the unitary S-transformation and the

“theta-morphism” introduced by Gromov and Vieira [132]. The idea of Gromov and

Vieira was to construct the states of the BDS long-range model by acting with a dif-

ferential operator, that they called theta-morphism, on the states of the inhomogeneous

model. We find that a purely differential operator cannot realize the morphism property,

see below. The failure to fulfill the morphism property results in the cross-terms of [132].

Instead, we introduce the morphism associated to the S-operator via

TBDS(u) = ST (u;θBDS) S−1 ≡ DθT (u;θ)|θ=0 . (A.0.1)

We find that, up to terms of order O(g3), the action of Dθ on (an arbitrary matrix

element of) the monodromy matrix T amounts to

DθTa(u;θ)|θ=0 (A.0.2)

≡ Ta −
g2

2

L∑
k=1

D2
kTa − g2

L∑
k=1

DkTa(Pk,k+1 + δk,LQ2) + g2

[
Q2

2

2
+ iQ3 + P1LQ2, Ta

]∣∣∣∣∣
θ=0

.

(A.0.3)

The operator Dθ differs from the theta-morphism of Gromov and Vieira [132] given by

DGV
θ = 1− g2

2

L∑
k=1

D2
k +O(g4), (A.0.4)

by the last two terms in the second line of equation (A.0.2). These two extra terms

account for the cross-terms in [132] and they insure that the morphism property is exact

Dθ (Ta(u1;θ)Ta(u2;θ)) |θ=0 = DθTa(u1;θ)|θ=0 DθTa(u2;θ)|θ=0 . (A.0.5)
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On the Bethe vectors, the action of the operator Dθ reduces to

|u〉BDS = S|u;θBDS〉 = Dθ|u;θ〉|θ=0 =

(
DGV
θ +

g2

2

(
Q2

2 + 2iQ3 + 2P1LQ2

))
|u;θ〉|θ=0 .

(A.0.6)

To obtain this expression, we use that
∑

k Dk = 0 and that the vacuum eigenvalues of

Q2 and Q3 are zero. If the Bethe vectors are on-shell, the charges Q2 and Q3 become

numbers and we obtain

|u〉BDS =
[
DGV
θ + g2

(
1

2
E2

2 + E2 + iE3 −H1LQ2

)]
|u;θ〉|θ=0

=
[
1 + g2

(
1

2
E2

2 + E2 + iE3

)]
|u〉GV

BDS . (A.0.7)

We thus see that our eigenvectors differ from those of Gromov and Vieira by a state-

dependent factor. The imaginary contribution does not affect the norms, while the real

part changes the normalization. The scalar products of two arbitrary Bethe states, on-

shell or off-shell, is:

BDS〈u|v〉BDS = Dθ〈u;θ|v;θ〉|θ=0 = DGV
θ 〈u;θ|v;θ |θ=0 . (A.0.8)

Let us now sketch the derivation of the expression (A.0.2). First, we account for the shift

in the inhomogeneities by

Ta(u;θBDS) = exp

 L∑
j=1

θBDS
l ∂θl

 Ta(u;θ)|θ=0 . (A.0.9)

Then we apply the PD relations that have been derived in section 7.2. The case of

non-overlapping permutations is simple,

[Hl, [Hk, Ta]] = (Q2 δl,L −Dl)(Q2 δk,L −Dk)Ta , |l − k| > 1 . (A.0.10)

For overlapping permutations in the bulk, k 6= L− 1, L, we obtain,

[[H]k, Ta] =
1

2

(
D2
k −D2

k+1

)
Ta + DkTaPk,k+1 −Dk+1TaPk+1,k+2 , (A.0.11)

[[H]k, Ta]] =
1

2

(
D2
k + D2

k+1

)
Ta + DkTaPk,k+1 + Dk+1TaPk+1,k+2 (A.0.12)

+2DkDk+1Ta + 2DkTaPk+1,k+2 + Dk+1TaPk,k+1,
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where [H]k = [Hk,Hk+1] and [H]k = {Hk,Hk+1}. When k = L − 1, L the action in

(A.0.11) has to be supplemented with boundary terms,

[[H]L−1, Ta] = [[H]L−1, Ta]bulk + [δbound − 2iQ3, Ta] (A.0.13)

[[H]L, Ta] = [[H]L, Ta]bulk − [δbound, Ta] , δbound =

(
1

2
Q2

2 + iQ3 + P1LQ2

)
.

These expressions, together with the action of overlapping Dk and Hl that are derived

in section 7.2, are all we need to obtain (A.0.2), provided that we choose ν0 = ρ0 = 0.

Let us notice that the expressions (A.0.11), (A.0.12),(A.0.13) obey the Leibniz rule,

[[H]k, T1T2] = T1[[H]k, T2] + [[H]k, T1]T2 . (A.0.14)

We can thus safely replace Ta by any product of monodromy matrices in all the com-

mutators above. This feature is at the origin of the morphism property.



Appendix B

An example of finite Volume Expansion

In this appendix, we give an explicit example in order to illustrate how to perform the

finite volume expansion of the special scalar products defined in Section 9.4.5. The scalar

product under consideration is 〈{u1, u2, u3, u4}|{u1, θ, u3, u4}〉, where {u1, u2, u3, u4} is

a set of Bethe roots. Consider the numerator of the Slavnov determinant formula (??),

〈{u1, u2, u3, u4}|{u1, θ, u3, u4}〉 ∝

∣∣∣∣∣∣∣∣∣∣∣

φ11 Ω12 φ13 φ14

φ21 Ω22 φ23 φ24

φ31 Ω32 φ33 φ34

φ41 Ω42 φ43 φ44

∣∣∣∣∣∣∣∣∣∣∣
(B.0.1)

We first perform the Laplace expansion for the second column, which gives

− Ω12

∣∣∣∣∣∣∣∣
φ21 φ23 φ24

φ31 φ33 φ34

φ41 φ43 φ44

∣∣∣∣∣∣∣∣+ Ω22

∣∣∣∣∣∣∣∣
φ11 φ13 φ14

φ31 φ33 φ34

φ41 φ43 φ44

∣∣∣∣∣∣∣∣ (B.0.2)

− Ω32

∣∣∣∣∣∣∣∣
φ11 φ13 φ14

φ21 φ23 φ24

φ41 φ43 φ44

∣∣∣∣∣∣∣∣+ Ω42

∣∣∣∣∣∣∣∣
φ11 φ13 φ14

φ21 φ23 φ24

φ31 φ33 φ34

∣∣∣∣∣∣∣∣
The Laplace expansion gives rise to 4 terms, which we shall denote Ti, i = 1, · · · , 4. For

T1, we do Laplace expansion by the first column

T1 = − Ω12 {φ21ρ4({3, 4})− φ31(φ23ρ4({4})− φ24φ43) + φ41(φ23φ34 − φ24ρ4({3}))}
(B.0.3)

= − Ω12φ21 ρ4({3, 4}) + Ω12φ41φ23 ρ4({3}) + Ω12φ31φ23 ρ4({4})− Ω12(φ31φ24φ43 + φ41φ24φ34)
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The second term already takes the form of diagonal minor of the Gaudin norm

T2 = Ω22 ρ4({1, 3, 4}) (B.0.4)

For the third term, we perform Laplace expansion with respect to the second column

T3 = −Ω32φ23 ρ4({1, 4}) + Ω32φ43φ24 ρ4({1}) + Ω32φ13φ21 ρ4({4})− Ω32(φ13φ24φ41 + φ43φ14φ21)

(B.0.5)

For the last term, we perform Laplace expansion with respect to the last column

T4 = −Ω42φ24 ρ4({1, 3}) + Ω42φ34φ23 ρ4({1}) + Ω42φ14φ21 ρ4({3})− Ω42(φ14φ23φ31 + φ34φ13φ21)

(B.0.6)

Collecting terms from the above calculation, we obtain the finite volume expansion of

the scalar product

〈{u1, u2, u3, u4}|{u1, θ, u3, u4}〉 ∝ (B.0.7)

Ω22 ρ4({1, 3, 4})− Ω42φ24 ρ4({1, 3})− Ω32φ23 ρ4({1, 4})− Ω12φ21 ρ4({3, 4})

+ (Ω32φ43φ24 + Ω42φ34φ23) ρ4({1}) + (Ω42φ14φ21 + Ω12φ41φ24) ρ4({3})

+ (Ω12φ31φ23 + Ω32φ13φ21) ρ4({4})− Ω12(φ31φ24φ43 + φ41φ23φ34)

− Ω32(φ13φ24φ41 + φ43φ14φ21)− Ω42(φ14φ23φ31 + φ34φ13φ21)

In fact, it is not hard to convince ourselves that the similar expansion can be performed

for general scalar products defined in section 9.4.5. For length-2 operators, we have the

following finite volume expansion

〈u|{u, θn, θn+1} \ {uj , uk}〉 =
∑
α⊆A

Fᾱ ρ(α), A = {1, 2, ..., ĵ, ..., k̂, ..., N} (B.0.8)

In general, the terms of the expansion grows quickly with the number of excitations and

the expansion coefficients Fᾱ might get quite involved. Therefore, in general we need a

code to compute the finite volume expansion.



Appendix C

The operator U

In this Appendix we collect some formulas about the action of the operator U = UUF

which represents a finite super-conformal transformation. The operator is a product of

a su(2, 2)-rotation in imaginary angle

U = e−
π
4

(P0−K0) = e−
π
4

(L+
0 −L

−
0 ) = e−

π
4

(a†i b
†
i+biai) (C.0.1)

and a unitary su(4)-rotation

UF = e−
π
4

(R13−R31+R24−R42) = e−
π
4

(c†id
†
i−dici) . (C.0.2)

As it was suggested in [156], it is convenient to first to compute the action of a rotation

in an arbitrary angle it

Ut = U †t ≡ et(a
†
i b
†
i+biai). (C.0.3)

The action of Ut on the oscillators ai, a
†
i , bi, b

†
i is

ai(t) ≡ UtaiU−1
t = ai cos t− b†i sin t, bi(t) ≡ UtbiU−1

t = bi cos t− a†i sin t,

a†i (t) ≡ Uta
†
iU
−1
t = a†i cos t+ bi sin t, b†i (t) ≡ Utb

†
iU
−1
t = b†i cos t+ ai sin t. (C.0.4)

From here one easily obtains the normal form of the operator Ut is [156]

Ut ≡ et(a
†b†+ba) =

1

cos2 t
etan t a†b†(cos t)− a

†
ia−b

†
i b etan t ba, (C.0.5)

or, in terms of the Lie-algebra generators,

Ut = e−t(L
+
0 −L

−
0 ) =

1

cos2 t
ε−L

+
0 tan t cos(t)−2EeL

−
0 tan t. (C.0.6)
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Similarly one derives the normal form of the compact piece (C.0.2) by introducing the

rotation at angle t,

UFt ≡ et(c
†d†+cd) = cos2 t etan t c†d†(cos t)− c

†
i ci−d

†
id etan t cd. (C.0.7)

In the normal form of the full operator, the cos t factors nicely cancel,

Ut ≡ et(a
†b†+ab+c†d†+cd)

= etan t (a†b†+c†d†)e− log cos t(a†a+b†b+c†c+d†detan t (ab+cd). (C.0.8)

From (C.0.8) one obtains the regularized expression for the conjugate vacuum |0̄〉 =

|0̄〉B ⊗ |0̄〉F ,

|0̄〉 ≡ U2|0〉 ≈e(a†b†+c†d†)/ε|0〉 (C.0.9)

≈e
a†b†/ε

ε2
c†1c
†
2 d
†
2d
†
1|0〉, ε→ 0. (C.0.10)



Appendix D

Neumann coefficients in large µ expansion

In this appendix, we list the leading order of Neumann coefficients in the large µ expan-

sion. We take the same convention as in [164]. For (m,n) 6= (0, 0)

N22
mn =

(−1)m+n

4πµ|α(1)|r
, N23

mn =
(−1)m+1

4πµ|α(1)|
√
r(1− r)

(D.0.1)

N33
mn =

1

4πµ|α(1)|(1− r)
, N11

mn =
(−1)m+n+1 sin(πmr) sin(πnr)

πµ|α(1)|

N21
mn =

(−1)m+n+1 sinπnr

π
√
r(n−m/r)

, N31
mn =

(−1)n sin(πnr)

π
√

1− r(n−m/(1− r))
.

For (m,n) = (0, 0), we have

N11
00 = 0, N12

00 = −
√
r, N13

00 = −
√

1− r (D.0.2)

N23
00 = − 1

4πµ|α(1)|
√
r(1− r)

, N22
00 =

1

4πµ|α(1)r
, N33

00 =
1

4πµ|α(1)|(1− r)
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